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Why graphs?

* Graphs are a general
language for describing
and modeling complex
systems

Imagine this as a
teacher-student graph

Graph Topology

+

Class (Math, Chinese..)

4 Exp. (Senior, Junior..)

— > Position (Prof., AP.)

Teacher

e

Gender (M/F)

Student ——— 6rading (100, 90+..)

T~ Degree (PhD, MS..)

!

Node Type + Node Attribute
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Graph-structured data are ubiquitous

Mom and her cute baby
are brushing teeth

Region Caption

ydeus sauaos

{tootttrush] [ chitd | |toothbrush| object

Biomedical graphs

Scene graphs

Program graphs
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Graphs are ubiquitous in NLP As Well

" Constituency graph
obj

are C=N there a - j

jobs FEEE outside PN austin

are RES there jobs FE=ES outside austin

Dependency graph

grew up in

fighter

Seattle
describe-01 He

a renowned ...

person

attended
AMR graph
IE graph

assets

company SELECT P N industry_rank <valp

6
SQL graph
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Machine Learning on Graphs
for NLP
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Natural Language Processing: A Graph Perspective

n order to use GNN
for NLP, we need to
construct a graph
first

In this tutorial, we
will present how to
use GNN for NLP

* Represent natural language as a bag of tokens

* BOW, TF-IDF 1 T T, T T T
* Topic Modeling: text as a mixture of topics e e e e
o) o L\ o' o 9

In order to use GNN

for NLP, we need to

construct a graph
first

Welcome to attend In this tutorial, we
our DLG4NLP will present how to
tutorial use GNN for NLP

* Represent natural language as a sequence of tokens
* Linear-chain CRF
d WO rd zvec, Glove "e\o"“\e 0.125479 | 0.132579 |-0.0259790.034212 | 0.098211 |-0.023412|-0.031234 | 0.028983 | 0.052987

’@0“6 -0.025479| 0.162579 |-0.045979| 0.054212 |-0.198211 | 0.093412 | 0.051234 |-0.048983 |-0.092987

° Represent natu ral |a nguage aS a gra ph 0.035479 | 0.342579 |-0.092979| 0.089212 | 0.045211 |-0.062412-0.082234 | 0.028083 | 0.152987
* Dependency graphs, constituency graphs, AMR graphs,
IE graphs, and knowledge graphs

* Text graph containing multiple hierarchies of elements, i.e.
document, sentence and word
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Graph Based Methods for NLP Mihalcen ant Radow 2011
* Random Walk Algorithms /W/\

Subjective —-7— (Sent r_i) (7% Obiective
* Generate random paths, one can obtain a stationary \\af:m)/,
distribution over all the nodes in a graph Lo e i

* Applications: semantic similarity of texts, name disambiguation

* Graph Clustering Algorithms

» Spectral clustering, random walk clustering and min-cut
clustering for text clustering

* Graph Matching Algorithms

e Compute the similarity between two graphs for textual
entailment task

* Label Propagation Algorithms

* Propagate labels from labeled data points to previously
unlabeled data points

* Applications: word-sense disambiguation, sentiment analysis
safe ) V

T (speculative
"*(unethical
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Deep Learning on Graphs:
Foundations and Models

10
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Machine Learning Lifecycle

* (Supervised) Machine Learning Lifecycle: feature learning is the key

Raw I | Structured Learning
{ Data Data Algorithm Model

>
Automatically Downstream
Engfiedng learn the features prediction task

11
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Feature Learning in Graphs

* Our Goal: Design efficient task-independent/ task-dependent feature
learning for machine learning in graphs!

node Fov s vector

]R{d

O Feature representation,
embedding

12



Graph Neural Networks: Foundations

* Learning node embeddings: A graph filter  adjacency matrix

hl(l) = f}ilter (A, H(l_l)) fﬁlter('> ) n

Updated node embeddings Input node embeddings
* Learning graph-level embeddings:

A’, Ig, — fpool (A, H fpool('> ) =

/

A small graph w/ Input node embeddings
fewer nodes | Input graph

New node embeddings

/~~
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- Spectral-based
- Spatial-based
- Attention-based

- Recurrent-based

Flat Graph Pooling
(i.e. Max, Ave, Min)

Hierarchical Graph
Pooling (i.e. Diffpool)

13
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Graph Neural Networks: Basic Model

* Key idea: Generate node embeddings based on local
neighborhoods.

TARGET NODE

i

/ﬂAk\

INPUT GRAPH

14
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Neighborhood Aggregation

* Intuition: Network neighborhood defines a computation graph

Every node defines a unique
computation graph!

INPUT GRAPH
o o o & ® o
. - = ; m ]
.m%@ & o .%':mm&. i .% ‘% o
e ® e o ( N ®
vl s o alue. 2 e 45

% 11 2 - 3 e ‘ = - R - K ‘
¢ Ji1% ® ° 9, fg:.. edoe0® 1Y) ®ees * .’%;m.‘ °°

15



Neighborhood Aggregation

* Nodes have embeddings at each layer.
* Model can be arbitrary depth.

* “layer-0” embedding of node iis its input feature, i.e. x..

Layer-0
Layer-1 . B X,
TARGET NODE ‘ 4‘< ............................. ® x.
l Layer-2 e g B x,
" @ Xs
< < Co
. w . ‘4—.7 ....... ‘ XE
S N N . . . XF
INPUT GRAPH "‘ ........................... . X,

16
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Overview of GNN Model

1) Define a neighborhood aggregation function

TARGET NODE

l

INPUT GRAPH

2) Define a loss function on the embeddings, L(z,)

17
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Overview of GNN Model

3) Train on a set of nodes, i.e., a batch
of computation graphs

INPUT GRAPH

',‘ ---------------------------------------- ; ------- ‘\\
' gi ® | !
1 |
1 |
S X = N e |
; [ P ® o oo ® I
Y AR N Y um®
L@ ge e ®  Ceg 00 ® e e o0 ® |
\ Y X @ /

—————————————————————————————————————————————————
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Overview of GNN Model

4) Generate embeddings for nodes as needed

Even for nodes we
never trained on!

INPUT GRAPH \

i o o O [ é 0 0 1
|
L o N | N ol
I TN ’/- N /,/‘ ‘;\ 9 I F N I\ I I
: 5?? % o f‘m:ﬁ&, : - N o % | :
| o0 o o ®o09 K | ® o o o |
I Y X SRR O S A Cam e ek -2 M
w =t I ol ! -

LT rryrrryrrrrrrrrrr Yy rrrerr ey rreyr Ty rrryrrreYrrrr ol

19
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GNN Model: A Case Study

* Basic approach: Average neighbor information and apply a

neural network
1) average messages

TARGET NODE from neighbors

l ’
s,
s,
\ //
s,
s,
s,
\f
@«

INPUT GRAPH
2) apply neural network

20
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* Basic approach: Average neighbor information and apply a
neural network.

-/ equal to node features embedding of v

o [
I

kth layer

embedding non- linearity (e.q.,
of v RelLU or tanh)

GNN Model: A Case Study

Wil ], VE>0

average of neighbor’s
previous layer embeddings

21
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GNN Model: Quick Summary

* Key idea: generate node embeddings by aggregating
neighborhood information.

= Allows for parameter sharing in the encoder

= Allows for inductive learning

22
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Graph Neural Networks: Popular Models

e Spectral-based Graph Filters
* GCN (Kipf & Welling, ICLR 2017), Chebyshev-GNN (Defferrard et al. NIPS 2016)

 Spatial-based Graph Filters
* MPNN (Gilmer et al. ICML 2017), GraphSage (Hamilton et al. NIPS 2017)
* GIN (Xu et al. ICLR 2019)

e Attention-based Graph Filters
* GAT (Velickovic et al. ICLR 2018)

* Recurrent-based Graph Filters
* GGNN (Lietal. ICLR 2016)

23
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Graph Convolution Networks (GCN)

Key idea: spectral convolution on graphs

C F -« b@
Eigen-decomposition ﬁilter % X; = U f( A)UTX,- ?\ .%D
is expensive é@ I __1 &
254 ﬁ &
@ pg khidden %&
@ layers
- P 2 @4))-®
Chebyshev polynomials , . N ——— e
accelerates but still not ﬁilter * X R Z Qpr (L)Xi
powerful p=0
GCN in NLP Tasks:
e Text classification

First-order approxima- (1) 1 —dsea (D) * Question Answering
tion fast and powerful ﬁilter % hi o~ H(In + D" 2410 )hi e Text Matching

* Topic Modeling
 |Information Extration
Renormalization trick

stabilizes the numerical H(+) = U(E_%AD_%HU)WU))

computation 24
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Message Passing Neural Network (MPNN)

Key idea: graph convolutions as a message passing process

[ - I I— I— o N A\
wesn: b = fier(AHOD) = fiy 0, 3 TR ) TR

‘GN 3
expensive if uENG \ T /
the number Node and edge embeddings

of nodes are Update and aggregation functions

large
[ .;‘Z,_,

I-1)y _ l (I-1) . (I-1) N 74
Graphsage:  ffer (A, H™) = c(WW . fui ™ 07V Vo; € N(u)})
sampling to I \ MPNN and GraphSage
Obtain d ﬁxed Node embeddings in NLP TaSkS:
number of Aggregation functions * Knowledge graph
neighbors * Information extraction

* Semantic parsing,:



Graph Attention Network (GAT)

Key idea: dynamically learn the weights (attention

scores) on the edges when performing message passing

Weighted
sum of node
embeddings

Learned local
weights with
self-attention

Intermediate
node
embeddings

Final node
embeddings

a,-j =

v; EN(U,‘)

l _ -
by = finer (A H'™) = o Z OtijW(l)hJ(' V)

exp(LeakyReLU(u®' [W®n!™"||[w®n{1))

fater (A HED) = [0 ( >

v] eN (v;)

ﬁ"llter(A H(L 1)) = U(_ 7 ;‘J

k 1 v;€N(v;)

D oe N (;) exp(LeakyReLU(u(l)T[W(l)hgl_l)||W(l)h,(cl_1)]))

KW ORED
Wi hy )

kyx7(L)y, (L-1)
ijwk hj )

concat/avg

GAT in NLP Tasks:

Text classification

Question Answering

Knowledge graph

Information extraction

Semantic parsing

26
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Gated Graph Neural Networks (GGNN)

Key idea: the use of Gated Recurrent Units while taking
into account edge type and directions

/~~
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| @ gxz | ,(:utgo;inAg nge:‘ ,I:con;inAg nge:
Zero-padding C /@ 2 cle] e
input node 0 % s Jc B
embeddings \ hg ) e [xl-T, O]T ® 4 B c
Incoming & agl) _ AT [h(l—l) h(l—l)]T
outcoming / j I 1 Al
node v, i L2 . Semzntic parsilng

‘ « Machine translation

GRU for fusing node embeddings

27
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D LG 4 N LP : Graph Construction |+ Static Graph Construction }—E:: Dependency Graph |

A ROa d Md p S G|

—-I AMR Graph l

—+f Dynamic Graph Construction Node Embedding-Based Similarity Metric Learning |

Structure-aware Similarity Metric Learning |

U -+ Hybrid Graph Construction |

~+  GNNs for Staticgraph || Unidirectional Graph Embeddings |

il H Bidirectional Graph Embeddings |
‘ DLGANLP —-I GNNs for Dynamic graph I—-¥-| Unidirectional Graph Embeddings |
. F l_'|tu re_ —'I Bidirectional Graph Embeddings l
DLGANLP Directions
Key A 4 —'l GNNs for Heterogenous Graph I—HI Normal Graph Embeddings I
Libraries 7 : -
Encoder-decoder =I| e | —-l Relational Graph Embeddings |
() Framework
DLGANLP L
Graph-to-Tree |
Key
Foundations ~—+|_Graph-to-Graph_|

Addressing Tasks '—~-| Natural Language Generation |
H| Question Answering |
—-I Knowledge Graph |

4-| Information Extraction |

—'I Semantic/Syntactic Parsing |

cee 28
f-l Reasoning |
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DLG4ANLP
Foundations

29
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Graph Construction for NLP

30
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Why Graph Construction for NLP?

* Representation power: graph > sequence > bag

* Different NLP tasks require different aspects of text, e.g., syntax, semantics.
* Different graphs capture different aspects of the text

* Two categories: static vs dynamic graph construction

* Goal: good downstream task performance

? arc LN there jobs <—>

. ighter
Text —

convert to graph

name NN “Paul”

many more graph options...

31
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Static Graph Construction

* Problem setting:
* Input: raw text (e.g., sentence, paragraph, document, corpus)
* Output: graph

* Conducted during preprocessing by augmenting text with domain
knowledge

World Knowledge

m\ Co-occurrence

32
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Static Graph Construction: Dependency Graph

obj
re B trre B B s B outite B st

Add additional sequential edges to
1) reserve sequential information in
Dependency raw text
parsing 2) connect multiple dependency
graphs in a paragraph

Text input: are there ada jobs outside austin

33
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Static Graph Construction: Constituency Graph
S

VP

PP

there ada jobs Rammmme OUtside austin

Constituency Again, add additional sequential edges

parsing

Text input: are there ada jobs outside austin

34
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Static Graph Construction: AMR Graph

describe-01

AMR
parsing

Text input: Paul’s description of himself: a fighter

35
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Static Graph Construction: IE Graph

grew up in

Text input: Paul, a renowned OpenIE

computer scientist, grew up in | > He

Seattle. He attended Lakeside Coreference a renowned ...
School.

Lakeside
School

attended

36
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Static Graph Construction: Knowledge Graph
s

directed by
Hotel Rwanda directed_by Don Cheadle

Terry George

starred_actors

Reservation Road Joaquin Phoenix

A

Get the concept sub-
graph from KB

Question: who acted in the movies directed by the director of [Some Mother's Son]
Answer: Don Cheadle, Joaquin Phoenix

37



There was the $5 million Deutsche Bank Championship to

prepare for and the Ryder Cup is a few weeks away, but the

first order of business for Jim Furyk yesterday was to make
sure his wife and children were headed for safety.

A sports psychologist says how footballers should prepare
themselves for the high-pressure penalties.

Dolphin groups, or "pods", rely on socialites to keep them

from collapsing, scientists claim.
S Research

38
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Static Graph Construction: Similarity Graph

gpr keeper day heads Cranes: Flying giant
for preston returning to Ireland
after 300 years

uk will stand firm on
eu rebate

former ni minister souness backs smith
scott dies > for scotland

Sentence
TF-IDF vector

39
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Static Graph Construction: Co-occurrence Graph

[ Text input: To be, or not to be: ... ]

ﬁ Co-occurrence matrix

to

be

or

not

to

2

2

1

be

1

2

or

1

not

Co-occurrence graph

>

A \ / A

2 2

40
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Static Graph Construction: SQL Graph

N Svalp P assets

[ SQOL query input: SELECT company WHERE assets > valo AND sales > valo AND industry rank <val; ]

company SELECT e

41
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Static Graph Construction: Application-driven Graph

Question: Who is the director of the 2003 film which has scenes
in it filmed at the Quality Cafe in Los Angeles?

-~
—_—— - -~
- -~
p— -
—_— - -~
—
e N

-
uality Cafe : "
Q, oy Quality Cafe (diner) Los Angeles
(jazz club) ) .
e ™ Los Angeles h
Quality Cafe was a location featured in a number of officially the City
1-hop historical Hollywood films, including "Old of Los Angeles
restaurant and School”, “Gone in 60 and often known
jazz club... / Seconds™... ~ _ by its initials
~
= 2 = = LA,

b — = =
i & J
N\ by
| =

Old School (film) Gone in 60 Seconds
Old School is a 2003 M Gone in 60 Seconds is a M
2—h0p American comedy film... 2000 American action heist
directed by film...
Todd Phillips. directed by Dominic Sena.
& ) = | | |
72~ N\
3-h Todd correct { Dominic \
~Hep Phillips / answer \ Sena !
\ /
~ 7

— -

Ming Ding et al. “Cognitive Graph for Multi-Hop Reading Comprehension at Scale”. ACL 2019. 42
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Static Graph Construction: Summary

Dependency Graph

Constit Graph
onstituency Lrap Similarity Similarity Graph
AMR Graph
i . . Co-occurrence Co-occurrence Graph
Semantics Static Graph

IE Graph Construction

Topic Graph Topic

SQL Graph

World Knowledge Knowledge Graph

Widely used in various NLP applications such as NLG, MRC, semantic parsing, etc.

43
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Dynamic Graph Construction

* Problem setting:
* Input: raw text (e.g., sentence, paragraph, document, corpus)
* Output: graph

e Graph structure (adjacency matrix) learning on the fly, joint with
graph representation learning

44
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Dynamic Graph Construction: Overview

(X, A©) X, 8} (X, A)

. Q Graph similarity

C metric learning
O] — -_— Graph GNN w=p V
'O ‘ Q sparsification

Data points (e.g., O
words, sentences, Q Q Fully-connected Learned graph

documents) ‘ ’ weighted graph

Combining intrinsic and implicit graph structures

45
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Dynamic Graph Construction Outline

Graph Similarity Metric Learning Techniques

Graph Sparsification Techniques

Dynamic Graph

Construction -
Combining Intrinsic Graph Structures and Implicit Graph Structures

Learning Paradigms

46
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Graph Similarity Metric Learning Techniques

e Graph structure learning as similarity metric learning (in the node
embedding space)

e Enabling inductive learning

e Various metric functions

Attention-based Similarity
Metric Functions

Node Embedding Based Similarity Metric Learning
Cosine-based Similarity

Graph Similarity Metri
raph simiiarty Metric Metric Functions

Learning Techniques

Structure-aware Similarity Metric Learning Structure-aware Attention Mechanism

47
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Node Embedding Based Similarity Metric Learning

* Learning a weighted adjacency matrix by computing the pair-wise
node similarity in the embedding space
e Common metrics functions

* Attention-based similarity metric functions
* Cosine-based similarity metric functions

‘ Q Learning pair-wise
Q node similarity
O
O — © 00 —
Data points (e.g., Q Q
words, sentences, k | Fully-connected

documents) weighted graph
48
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Attention-based Similarity Metric Functions

Variant 1)

_ Ty, .
Sij = (v)om)"v; O Q
e \
Node feature vector Non-negative learnable —
weight vector O OVJ

Data points (e.g.,
words, sentences, Fully-connected

Variant 2) documents) weighted graph

Sr,;,j — RGLU@VZ')TRGLU(WV]')
Learnable weight matrix

Chen at al. “GraphFlow: Exploiting Conversation Flow with Graph Neural Networks for Conversational Machine Comprehension”. I/CAl 2020.

Chen et al. “Reinforcement Learning Based Graph-to-Sequence Model for Natural Question Generation”. ICLR 2020. 49
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Cosine-based Similarity Metric Functions

P _ . . O O
N Learnable weight vector O OVJ m—

Data points (e.g.,

— S Multi-head | words, sentences, Fully-connected
E , ¢j Multi-head similarity scores documents) weighted graph

Chen et al. “Iterative Deep Graph Learning for Graph Neural Networks: Better and Robust Node Embeddings”. NeurlPS 2021. 50
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Structure-aware Similarity Metric Learning

* Learning a weighted adjacency matrix by computing the pair-wise
node similarity in the embedding space

* Considering existing edge information of the intrinsic graph in
addition to the node information

,—'Q r Learning pair-wisew
d Q node similarity
—_— —_—
O @ OO
Initial graph (e.g., O ()
words, sentences, Full ted
ocuments) k ully-connecte

weighted graph

51



/~~
@ Graph4NLP

Attention-based Similarity Metric Functions

‘ Q
Variant 1) @O —_
Sf;,j — softmax(uTtanh(W[hé, hé-, Vi,V ,)) Initial graph (e.g.,

words, sentences, Fully-connected
/ documents) weighted graph

Edge embeddings

Variant 2) \

ReLU(W9v,)T(ReLU(W¥v;) + ReLU(W¥e; )
S@',j = \/& \

Liu et al. “Contextualized Non-local Neural Networks for Sequence Learning”. AAAl 20189.
Liu et al. “Retrieval-Augmented Generation for Code Summarization via Hybrid GNN”. ICLR 2021. 52
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Graph Sparsification Techniques

 Similarity metric functions learn a fully-connected graph

* Fully-connected graph is computationally expensive and might
introduce noise

* Enforcing sparsity to the learned graph structure
* Various techniques

KNN-style
Sparsification

Graph Sparsification
Techniques

Epsilon-neighborhood Sparsification

Graph Regularization

53
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Common Graph Sparsification Options

Option 1) KNN-style Sparsification

Ai,; — tOpk(Si7;)
Option 2) epsilon-neighborhood Sparsification

Ai,j _ { S/[:’j Sz‘,j > £

0 otherwise Fully-connected

Sparsified graph
weighted graph Parsiiee grap

Option 3) graph Regularization

1
11413

54
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Combining Intrinsic and Implicit Graph Structures

* Intrinsic graph typically still carries rich and useful information
* Learned implicit graph is potentially a “shift” (e.g., substructures) from
the intrinsic graph structure

Z:A+(1—A
- AN

Normalized graph Laplacian
f(A) can be arbitrary operation, e.g., graph

Laplacian, row-normalization

Li et al. “Adaptive Graph Convolutional Neural Networks”. AAAI 2018.

Chen et al. “Iterative Deep Graph Learning for Graph Neural Networks: Better and Robust Node Embeddings”. NeurlIPS 2021. 55
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Learning Paradigms: Joint Learning

Node features & (optional) Downstream task
initial graph structure prediction

Learned graph
structure

Chen at al. “GraphFlow: Exploiting Conversation Flow with Graph Neural Networks for Conversational Machine Comprehension”. 1JCAIl 2020.
Chen et al. “Reinforcement Learning Based Graph-to-Sequence Model for Natural Question Generation”. ICLR 2020.
Liu et al. “Contextualized Non-local Neural Networks for Sequence Learning”. AAAI 2019.

56
Liu et al. “Retrieval-Augmented Generation for Code Summarization via Hybrid GNN”. ICLR 2021.
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Learning Paradigms: Adaptive Learning

Node features & (optional) Downstream task
initial graph structure prediction

Learned graph Node Learned graph
structure 1 embeddings 1 structure N

Repeat for fixed num. of stacked GNN layers

Li et al. “Adaptive Graph Convolutional Neural Networks”. AAAI 2018.
57
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Learning Paradigms: lterative Learning

Node features & (optional) Downstream task
initial graph structure prediction

Learned graph
structure

Node embeddings

Repeat until condition satisfied

Chen et al. “Iterative Deep Graph Learning for Graph Neural Networks: Better and Robust Node Embeddings”. NeurlIPS 2021. 58
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Dynamic Graph Construction Summary

Dynamic Graph
Construction

Graph Similarity Metric Node Embedding Based Similarity Metric Learning

Learning Techniques D : :
. . Structure-aware Similarity Metric Learning

KNN-style
Sparsification

Graph Sparsification
Techniques Epsilon-neighborhood Sparsification

Graph Regularization

Combining Intrinsic Graph Structures and Implicit Graph Structures

Joint Learning of Graph Structures and Representations
Learning Paradigms Adaptive Learning of Graph Structures and Representations

lterative Learning of Graph Structures and Representations

59
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)vl New topic in DLGANLP! I

Static vs. Dynamic Graph Construction

Static graph construction Dynamic graph construction

Pros Pros

prior knowledge no domain expertise

joint graph structure & representation learning

Cons Cons
extensive domain expertise scalability
e error-prone (e.g., noisy, incomplete) explainability

sub-optimal

disjoint graph structure & representation learning
error accumulation

60
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Static vs. Dynamic Graph Construction (cont)

When to use static graph When to use dynamic graph

construction construction

 Domain knowledge which fits the * Lack of domain knowledge which fits
task and can be presented as a graph the task or can be presented as a graph

* Domain knowledge is incomplete or
might contain noise

* To learn implicit graph which augments
the static graph

,,,,,,,,,,,,,,,,,, _‘

,/ ampleo \ [ Entry ) inta=rand() ) ntb a+ = call(b) N o EXIT \| z\ 5

f r o y /—»\ Identifie De IStal t 'ement _ Id ntifierDeclSta t lemen t \.__ExpressionStatement /_"‘\CFGEx:lN de /
Source A

int a rand() —a++ ug

ParameterList| | pg l T IdentifierDeclT Ide tf inmentExpr | '|Equali Ex prassion eni'er eci entifier ignmentExpr CPG

rand () L a%2 ‘ -

| CallExpression | | MultiplicativeEx; ressto Pri maryExpresso In D Op Identifi

lentifier
P . N Retrieval
v a \% @ﬂEXM’J ]‘ (e @ \/ ‘,;,sz,g@ L> l_ldsul:meL! CPG

“_Symbol

N

Flow To Control ———— o Define/Use Reach - b O
. O‘\\b/'o
Dynamic graph >

AST

Liu et al. “Retrieval-Augmented Generation for Code Summarization via Hybrid GNN”. ICLR 2021. 61
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Graph Representation Learning
for NLP

62
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GNNs for Graph Representation Learning

Graph
Graph ph
: Representation
Construction ,
Learning

||~ oredleton

63
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Homogeneous vs Multi-relational vs Heterogeneous Graphs

e T

# of node types

Vv
I
[ERY

# of edge types 1 >1

64
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Which GNNs to Use Given a Graph?
e/

YES Homogeneous NO

Ignore node/edge Convert to

YES NO
types, Levi graph, ... <+—— homogeneous
Ww
YES Undirected NO

graph? —\v . YES
NO (edge directions as types)

YE

Single node NO

W

> Bidirectional?

NO (directed\edges only)

4

Homogeneous Multi-relational Heterogeneous
GNNs GNNs GNNs

w erJ;h

embeddings 65
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Homogeneous GNNSs for NLP

Graph
* When to use homogeneous I
GNNs?
YES Homogeneous NG
* Homogeneous GNNs araph?
* GCN \/’_\
* GAT
Ignore node/edge YES Convert to
¢ GraphSAGE types, Levi graph, ... <—— homogeneous
h?
« GGNN \\\ifi////
Homogeneous
GNNs
Graph

embeddings 66




Gcraph NLP
Non-homogeneous to Homogeneous Conversion via Levi Graph

:ARG2 .

describe-01

describe-01

person

person

“Paul” <

Levi graph: edges as new nodes

Levi graph conversion
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@Graph NLP
How to Handle Edge Direction Information?

* Edge direction is important (think /O /O
about BiLSTM, BERT)

 Common strategies for handling

directed graphs
a) Message passing only along directed
edges (e.g., GAT, GGNN)
C

b) Regarding edge directions as edge
types (i.e., adding “reverse” edges)

c) Bidirectional GNNs \\.‘/
\O — TN

| j

O O

68
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/~~
(a Graph4NLP

Edge Directions as Edge Types

* Regarding edge directions as edge types, resulting in a multi-
relational graph

(default, e;; is originally existing in the graph
dir; ; = { tnverse, e; ;j 1s the inverse edge
| self, L=

Then we can apply multi-relational GNNs
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(éGraph NLP
Bidirectional GNNs for Directed Graphs

Bi-Sep GNNs formulation:

Run multi-hop backward/forward GNN on the graph I O

O
Pl 52
re.

= GO .} e
Concatenate backward/forward node embeddings at last hop I I
hi,  hj

th — hz'[;Hh@I,{F

Xu et al. “Graph2Seq: Graph to Sequence Learning with Attention-based Neural Networks”. 2018.



(éGraph NLP
Bidirectional GNNs for Directed Graphs (cont)

Bi-Fuse GNNs formulation:

Run one-hop backward/forward node aggregation i i
hN (fu@) — AGG(hk 1 {hk 1 \V/UJ .} fQ\

hi: () = AGG(h ™" {hi™! : vu;

Fu5|on

Fuse backward/forward aggregation vectors at each hop

hN—| (vi) th— (vi) hN(”i_)J

k k k
hN(vi) = F Use(hf\m (vs)> h]\/]_(vz-))
Update node embeddings with fused aggregation vectors at each hop

hi = o(h/™" hiy, )

Chen et al. “Reinforcement Learning Based Graph-to-Sequence Model for Natural Question Generation”. ICLR 2020.



/~~
(a Graph4NLP

Multi-relational GNNs for NLP

* When to use multi-relational —T
G N N S ? YES Homogeneous NO

* Multi-relational GNNs W‘\

a) Including relation-specific
. . Ignore node/edge YES Convert to NO
transformation parameters in types, Levi graph, ... <——— homogeneous w

GNN \ graph?nﬁ,,,,,,,,/
Undirected NO \

b) Including edge embeddings W—\V YES_ Single node

In G N N NO (edge directions as types) W
' ' Bidirectional?
c) Multi-relational Graph \remoy
Transformers e
ulti-relational
GNNs
Graph 4_/

embeddings
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R-GNN: Overview

hi =o(hf™", )  AGG;™,6%)

(4

v; EN(v;)
GNN
1) relation-specific transformation,
e.g., node feature transformation,
attention weight ...
R-GNN

h = o(h*! AGG(hg?l,)

2) aggregation per relation-specific subgraph
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/~~
(a Graph4NLP

R-GNN Variant: R-GCN

e Relation-specific node feature transformation during neighborhood aggregation

1 _ _
hi=o(d, D>, —Wihi ™+ Wohi™h),  cip = NG (v)]

Ci,r

ref v;eN,(v;) \

Relation-specific d x d learnable weight matrix

Schlichtkrull et al. “Modeling Relational Data with Graph Convolutional Networks”. 2017. 74



R-GNN: Avoiding Over-parameterization

Learning d x d transformation weight matrix for each relation is expensive!
O(Rd”2) parameters every GNN layer where R is the num of relation types

How to avoid over-parameterization?

Option 1) basis decomposition - linear hypothesis
B
— Z CL,,]fbV]g, Vék) c R9Xd  O(RB + Bd”2) parameters
b=1 Basis matrices

Option 2) block-diagonal decomposition - sparsity hypothesis

/~~
@ Graph4NLP

@ Qb"“ — dzag(er, Q2r7 . 7QBT) Ql()ﬁ) - Rd/BXd/B O(Rd’\Z/B) parameters

N Submatrices
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/~~
(aGraph NLP
Including Edge Embeddings in GNNs
Variant 1) Include edge embeddings in message passing

h® = o(hf !, Z AGGh’“‘ek

v; EN (v;)

Edge embeddings

Variant 2) Update edge embedding in message passing

hi =o(hf™", Y  AGGMI' e ' 60%)), (ef; = fle ﬁjl@

N o
vj €N (vi) Update edge embeddings

Chen et al. “Toward Subgraph Guided Knowledge Graph Question Generation with Graph Neural Networks”. 2020.
Vashishth et al. “Composition-based Multi-Relational Graph Convolutional Networks”. ICLR 2020.
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/~~
(a Graph4NLP

Multi-relational Graph Transformers

* Transformers as a special class of GNNs which

* jointly learn and encode a fully-connected graph via self-attention

* share many similarities with GAT

* fail to effectively handle arbitrary graph-structured data

* e.g., position embeddings for sequential data, removing position embeddings for set

* Multi-relational graph transformers

 employed with structure-aware self-attention

* respect various relation types
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R-GAT based Graph Transformers

A

. . ( Feed Forward ]
GAT-like masked attention —
[ Concatenation ]
\ I ! : 1 1
( Graph Transformer Encoder )
Iy Iy Y Yy
T, k: . -‘N 7 k k — ]_ ( : l Byte Pair Encoding l . )
2 = Z ‘ vhy red s
_ —E
v ENG(v; D e
::jf :,',':: <] ::j_:
hf = FEN*(Wg)iz;* ", ...z, ")) Sitogcy
Z T ,I: ’ o ’ 7: fully-connected connected default .‘." reverse
4 4 4 4

/ ( Subgraph Splitting
t

Relation-specific learnable weight matrix 9D \>

<< XY

Yao et al. “Heterogeneous Graph Transformer for Graph-to-Sequence Learning”. ACL 2020.
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(4 Graph4NLP
Structure-aware Self-attention based Graph @

Transformers

Hidden representations

)

4 ) 1 t2 3 t4a ts
k Z k k1. k—1 k gEEEEET
h’i — CVZ,J(thJ _|_W) [ Feed ] t1

4 N
e OQOO0O0O0O
L= | @0000
o — softmas(ul) oo | =R |_0|000 08
? ’ self-attention ta O O O O O
k1.k—1 k1.k—1 L S S
o _ (Woh, ) (Wich; +Wn’ \ ) 00000,
1,7 \/a 69@ Positioll;::tglfcoding
Input
[ Embedding

Lattice sequence Inputs

Xiao et al. “Lattice-Based Transformer Encoder for Neural Machine Translation”. ACL 20189.
Zhu et al. “Modeling Graph Structure in Transformer for Better AMR-to-Text Generation”. EMINLP 2019. 79
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/~~
(a Graph4NLP

Heterogeneous GNNs

Graph

* Heterogeneous GNNs b
a) Meta-path based Heterogeneous Homogeneous

GNNs W?

Convert to

homogeneous —?

_ _ -1 e =il I
write mentio mention write | : NO
: Single node
|

?

author paper paper author i type*
|
|
|
|
|
|
|
|
|
|
|
|

* When to use Heterogeneous GNNs?

graph?
, . , -1 - -1 :
& write E publish publish E write

Graph Heterogeneous
__________ author ~ paper ~  venue  paper  author embeddings GNNs

Meta paths among author nodes
80



/~~
@Graph NLP
Meta-path based Heterogeneous GNN example: HAN
Step 1) type-specific node feature transformation

<«— Node-type specific learnable weight matrix
hz' = V;

Step 2) node-level aggregation along each meta path
P
Zi o, = O Oé?l,jl?hj)

Uj ENCPk (U'L) <« Aggregate over neighboring nodes
in k-length meta path

Step 3) meta-path level aggregation

<« Attention weights over meta paths

Wang et al. “Heterogeneous Graph Neural Networks for Extractive Document Summarization”. ACL 2020.
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(i Graph4NLP

Graph Encoder-Decoder Models
for NLP
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/~~
@ Graph4NLP

Seq2Seq: Applications and Challenges

* Applications * Challenges
* Machine translation * Only applied to problems whose
* Natural language generation inputs are represented as

sequences

e Cannot handle more complex
structure such as graphs

e Converting graph inputs into

* Logic form translation
* Information extraction

sequences inputs lose information
ranspor w v * Augmenting original sequence
e I 4 PO inputs with additional structural
ti:‘\%at@ Languagé / | T information enhances word
{5 Generation Market § 1/ %5 e sequence feature
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Graph-to-Sequence Model

'Graph Encoder o~ Zozi  z, | Lo Node Attention'
I Zo 7y 17 .o I
z
! | ! n :
l ' ' |
| ' ' |
l ' ' |
| ' ' |
| I I |
O \O e ® ® '
| e
| | Sequence
I Fully Connected | Graph | L _Decoder
' hK K Layer - Embedding W X Fos- |
! a o (X Xop===-- (X} === 2%] | |
I max(*)--| Xip| Xi|----- X -L-- T T T :
| . : 1
| ; I L [
I ' I
, | | t t to
| SRR AR A wos> o w x|

[1] Kun Xu*, Lingfei Wu*, Zhiguo Wang, Yansong Feng, Michael Witbrock, and Vadim Sheinin (Equally Contributed), "Graph2Seq: Graph to Sequence
Learning with Attention-based Neural Networks", arXiv 2018.

[2] Yu Chen, Lingfei Wu** and Mohammed J. Zaki (**Corresponding Author), "Reinforcement Learning Based Graph-to-Sequence Model for Natural
Question Generation”, ICLR’20. 84



(éGraph NLP
Bidirectional GNNs for Directed Graphs

Bi-Sep GNNs formulation:

Run multi-hop backward/forward GNN on the graph I O

O
Pl 52
re.

= GO .} e
Concatenate backward/forward node embeddings at last hop I I
hi,  hj

th — hz'[;Hh@I,{F

Xu et al. “Graph2Seq: Graph to Sequence Learning with Attention-based Neural Networks”. 2018.



(éGraph NLP
Bidirectional GNNs for Directed Graphs (cont)

Bi-Fuse GNNs formulation:

Run one-hop backward/forward node aggregation i i
hN (fu@) — AGG(hk 1 {hk 1 \V/UJ .} fQ\

hi: () = AGG(h ™" {hi™! : vu;

Fu5|on

Fuse backward/forward aggregation vectors at each hop

hN—| (vi) th— (vi) hN(”i_)J

k k k
hN(vi) = F Use(hf\m (vs)> h]\/]_(vz-))
Update node embeddings with fused aggregation vectors at each hop

hi = o(h/™" hiy, )

Chen et al. “Reinforcement Learning Based Graph-to-Sequence Model for Natural Question Generation”. ICLR 2020.



/~~
(a Graph4NLP

Graph Encoding

* Graph embedding
* Pooling based graph embedding (max, min and average pooling)
* Node based graph embedding

O Add one super node which is connected to all other nodes in the graph
O The embedding of this super node is treated as graph embedding

Node I I
l

Embeddmg

Fully Connected
Layer

max(*) -4 X | Xi|----- ol a—




/~~
(a Graph4NLP

Attention Based Sequence Decoding

exp(e;;)

25:1 exp(e;x)

y €45 = a(sz’-—lahj)

V
C;, = E aijh-\where &5 =

s

context vector node representation
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Attention Based Sequence Decoding

s

context vector

V
C;, = E Ozz-jh-\where Q5 =

exp(e;;)

node representation

attention weights

25:1 exp(e;x)

y €45 = (L(Sz’—lahj)

v
alignment model

/~~
(a Graph4NLP
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/~~
@ Graph4NLP

Attention Based Sequence Decoding

h%
exp(€ij)
C; — Zaijh-, where Q5 = v y €45 = (L(Si_l, hj)
/ j=1 \ Zk:l eXp(eik)

context vector node representation

-
attention weights alignment model

* Objective Function

N T,
0" =argmax » » logp(y;'|yZ;, 2")
n=l =1
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/~~
@ Graph4NLP

Text Reasoning and Shortest Path

garden (A) bathroom (B) bedroom (C)
hallway (D) office (E) kitchen (F)

1 The garden is west of the bathroom. A west B

2 The bedroom is north of the hallway. Transt B north D bAbI T19 SP-S SP-L

3 The office is south of the hallway. ——>E south D LSTM 2529 81% 2.29%

4 The bathroom is north of the bedroom. B north C GGS-NN 98.1% 100.0% 95.29,

5 The kitchen is east of the bedroom. F east C GCN 97 49 100.0% 96.5%
Graph2Seq 99.9 % 100.0% 99.3%

Q: How do you go from the bathroom to |Transform Q:path(B, D)
the hallway :
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(a Graph4NLP

Effect of Bidirectional Node Embedding

100

" e @
Converge
80  More quickly
&Q
>\ 70 i () [ [ .
2 Bidirectional Node Embedding
§ 60 | VS Unidirectional Node Embedding
<
S0+ —#— Graph2Seq-MA
-6~ Graph2Seq-MA-F
40 —8- Graph2Seq-MA-B
—— GCN + our decoder
30 ! ' | '
0 20 40 60 80 100

Hop Size #
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(a Graph4NLP

When Shall We Use Graph2Seq?

* Case I: the inputs are naturally * Case Il: Hybrid Graph with
or best represented in graph sequence and its hidden
structural information

describe-01
:ARGO
A

Augmenting “are there ada jobs outside Austin”
with its dependency parsing tree results

“Ryan’s description of himself: a genius.” .



/~~
(a Graph4NLP

Learning Structured Input-Output Translation

* To bridge the semantic gap between
the human-readable words and
machine-understandable logics.

e Semantic parsing is important for
guestion answering, text
understanding

* Automatically solving of MWP is a
growing interest.

Text Input:
what jobs are there for web developer who know "c++’ ?

" Structured output:
answer( A , (job (A), title (A, W), const ( W, "Web
Developer’ ) , language (A, C),const (C,’c++’)))

MWP

Text iuput.

0.5 of the cows are grazing grass . 0.25 of the cows are sleep-
ing and 9 cows are drinking water from the pond . find the
total number of cows .

Structured output:

((05*x)+(025*x))+90=x
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Graph and Tree Constructions

nsubj
nmod

B compound r case ——

are <--->there<-» ada <----» jobs <---- outside <----> austin

—— Dependency Feature  ----- + Sentence Level Feature
Figure 1: Dependency tree augmented text graph

ROOT

SQ

are<--> there <--->»ada<---> jobs <-> outside <---> austin

— Constituency Feature ---- + Sentence Level Feature

Figure 2: Constituency tree augmented text graph

. Graph |
i Embedding !

Subtree Node Operator Node  Operand Node

_— - —_———)
Start Decoding Parent Feeding Sibling Feeding

Figure 3: A sample tree output in our decoding process
from expression 7( (0.5 *x )+ (0.25*x) )+ 9.0 =x”
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Tree Decoding

Right node generation
Left node generation

Left sub-tree embedding

DFS-based tree decoder

ot
5
5 .
1
L
—EL — *
1 + 2 < ¥
y 3 -
“~ W~
Pall T ““s‘
. i 2N LIRS
L ] -~ LRI
’ e ' . -~
’ . -~ -~
’ i S ' . -~
- ~
’ -~ 1 -~
’ 1 -~ ' . ~
¢ ¥ -~ . -~
A 4 > ] . LR
] . -~
. -~
1 * " 2 ' : .
> 1 -~
. -~
] . ~~
) .
-~
] b -~
1 Y pi
ot N
R v s
ke — —
.‘-n'.
—| 4 > 3
> -
A A A

Begin a new branch decoding

— Sequential decoding
— Sibling feeding
-------- >

Parent feeding

BFS-based tree decoder
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Graph-to-Tree Model

________________ 1r—————— T S T T T T ]
Il Input : are there ada jobs outside austin | | | @ ==== e |
_______________ | L m 155 3 |
Parse | Pooling 1B ot ada |
| Dependency : 1| | S T R DD SR ANS | |
" - Xeil=imd= A
: {u'dep': u'compound', u'jobs', u'ada'}, | | ‘: > [ ? |
' Vs ' M ' ' L = '
| {u'dep'. u'nsub'J S ?are., }1 JO'bS },. ' | | | Graph |
| {u'dep": u'case’, v'austin', u'outside'}, | | FC Layer | Embedding |
Po——- </s> |
|| |
FX E :rx ii-x i I x E | ''''' = -LSTM ANS l
I X, i CE T o I B ]‘ |
O H : el Vil ! 1 |
— i i H il : I
R HEE L S B
[ I o[ : 1 : |
- [ T e il - i I
Wt A%y e ) = </s> |
R E I T |
11 I X1 Xy |y 1 X
LI 0 T T N vy S bl Bt |
. .y .N .0
E a E a i g E a | | ANS |
.0 .| . ] - -
~ 1 X! ixnilxni A |
Z N |
<n> Non-terminal |
o — =>  Sibling Feeding |
jl == Parent feeding |
| hK |: e .
. hv_‘ ; hvl— Start decoding |

LSTM Decoder Unit |

[1] Shucheng Li*, Lingfei Wu*, et al. "Graph-to-Tree Neural Networks for Learning Structured Input-Output Translation with Applications to Sem%gtlc
Parsing and Math Word Problem", EMNLP 2020.



Separated Attention Based Tree Decoding

{ CUI — Z a’t(U)ZU, Yo € (Vl

Context vector
embeddings

Separated
attention
weights

Final attention
hidden state

> =g

Coy, = Z ,Bt(v)zo, Yo €V,

exp(score(z,,S;))

exp(zl‘f:1 score(zy,s;))

Yo e(Vl

— ((v) =

exp(score(zy,S;))

_ ﬁt(v) = , Vo € V,

exp(Z;f:l score(Zg,St))

s; = tanh(W, - [¢y,;€y,5 8] + be).

/~~
@ Graph4NLP

98



Math Word Problem

@ Graph

NLP

Methods MAWPS
Oracle 84.8
. Jaccard 45.6
Retrieval Cosine 38 8 Methods MATHQA
— BiLSTM 62.8 Seq2Prog 51.9
Classification :
Self-attention 60.4 Seq2Prog+Cat 54.2
LSTM 25.6 :
Seq2seq CNN 440 TP-N2F 55.95
Seq2Tree 65.2 Seq2seq 58.36
Graph2Seq 70.4 Seq2Tree 64.15
e o0 Graph2Seq 65.36
ull mode : . .
T-RNN W/o equantion normalization 63.9 Graph2Tree Wl.th constituency graph 69.65
W/o self-attention 66.3 with dependency graph 65.66
Group-Att 76,1
with constituency graph 78.8 . : : ATHOA
Graph2Tree vl dependenes bl o Table 6: Solution accuracy comparison on M. )

Table 5: Solution accuracy comparison on MAWPS
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@ Graph

Visualization of Separated Attentions

- ——— -y

a bee has: 2 jegs , how many legs do 1 l)eeé have ?

S INP VP |NP SBAR S VP S NP

S X

/ o =

VP —— l__N__

/ Np (SBAR Sk

/ / e W <E>
bee has «—>2<- > legs < ...... ? : 2

RS 1 A
@ ° 0 <E>

(a) A graph-to-tree translation example (b) Attention for word nodes (c) Attention for structure nodes

WHADJP

Figure 5: Effect visualization of our separated attentions on both word and structure nodes in a graph.
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/~~
@ Graph4NLP

Half-hour Break

Want to prepare for our demo session?

1) git clone https://github.com/graph4ai/graph4nlp demo
2) follow Get Started instructions in README

References:

* Graph4NLP demo link: https://github.com/graph4ai/graph4nlp demo

* Graph4NLP library link: https://github.com/graph4ai/graph4nlp

* DLGANLP literature link: https://github.com/graph4ai/graph4nlp literature
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(i Graph4NLP

DLG4ANLP
Applications

102



Information Extraction
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/~~
. Graph4NLP
Outline @

> Semantic Graph Parsing for Event Extraction

 Cross-lingual structure transfer for Relation Extraction and Event Extraction
« Cross-media Structured Common Space for Multimedia Event Extraction

- Graph Schema-guided Event Extraction and Prediction

- Cross-media Knowledge Graph based Misinformation Detection
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@Graph NLP
Information Extraction: a Sequence-to-Graph Task

Information network victim victim

o ®  © ! Injure-victim-ORG
victim Die PER Injure ORG
Decoding 1 Beam search
Die PER Injure victim victim
® Q/—\ f Injure-victim-PER
. Die PER Injure
Trigger

Classification Seore vectors Eﬂ E E Hae.at.omg Em.ty\H
T T YT T T T

| The earthquake killed 19 people and injured 300 in  Kashmir region , India

Encoding |

» OnelE [Lin et al., ACL2020] framework extracts the information graph from a given sentence in four
steps: encoding, identification, classification, and decoding
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Moving from Seq-to-Graph to Graph-to-Graph (g Graph4NLP

e [Zhang and Ji, NAACL2021] AMR Graph

* Abstract Meaning Representation (AMR):
e A kind of rich semantic parsing

 Converts input sentence into a directed and acyclic
graph structure with fine-grained node and edge
type labels

* AMR parsing shares inherent similarities with
information network (IE output)

* Similar node and edge semantics
* Similar graph topology

* Semantic graphs can better capture non-local
context in a sentence

* Exploit the similarity between AMR and IE to
help on joint information extraction

Life:Die Justice:Sentence
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AMR-IE: An AMR-guided encoding and @Graph NLP
decoding framework for IE

create-01
“q ]G ” person
_ ARG I-of
Pretrained
AMR Parser “Japan” insure-01
Business:Start-Org
“create”
= Roberta - Agent
> > ”
AMR-Guided Graph
Input Encoded Encoding and Decoding “4IG” insurer
Sentence Sentence “Japan ”
“create”
CRF-based @ IE Output
Span Tagger
O O

“4IG” O “insurer”
“Japan”



AMR Guided Graph Encoding: Using an @Graph NLP

Edge-Conditioned GAT
* Map each candidate entity and event to AMR nodes.

* Update entity and event representations using an edge-conditioned
GAT to incorporate information from AMR neighbors.

l l l
L exp (o (f'[Wh; : Wee; ; : Whi]))
Y S exp (o (fI[WhL : Weei r : WhL]))
keN; P (2 eCik - k
Triggers @ ni
h} -
1 O\ L ’ P ,O hé+1
hy  @-—atche. ~ z h* = Z (Xﬁ hfla
,,—/'O h3+1 2]
hé O@Z’C’/e( _N N ieN;
- . Te—— l+1
R S O " Rt =h' 4+~ WR?
4 ( -—
s ) - - Attt
O O %
Entities AMR Graph Message Passing Repzzzgom
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/~~
AMR Guided Graph Decoding: Ordered decoding (g ¢reph“NLP
guided by AMR

* Beam search based decoding as in OnelE (Lin et al. 2020).

* The decoding order of candidate nodes are determined by the
hierarchy in AMR in a top-to-down manner.

* For example, the correct ordered decoding in the following graph is:
T1,72,€1,1,€2,1,€1,2,€2,2, €23
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Examples on how AMR graphs help

/~~
(a Graph4NLP

Sentence

AMR Parsing

OnelE outputs

AMR-IE outputs

airlift-01

Movement:Transport

Movement:Transport

“airlifting” “airlifting”
If the resolution is not passed, Washington would north
likely want to use the airspace for strikes against Iraq
and for airlifting troops to northern Iraq. “Washington” “Washington™ “Irag” | "Washington” “Irag”
Iraq “troop”  Place Agent “troop”  Place
troop Artifact Artifact
cause-01 Justice: Justice \I“‘::‘u ,(l‘u.\liw‘:l
. . . . . Sentence ‘onvic “ _>,k tmf, ” “n m.\'\'u. ”

A Pakistani court in central PunJab province has sentence-01 convict-01 ssentenced” Sconviction” semtenced conyiction

Defendant

Place

sentenced a Christian man to life imprisonment for Adjunctator\ \ Adjuncs i
a blasphemy conviction, police said Sunday. , . O Pttt rovince”
province man blasphemy province . . . . “man”
court “court” man court
Adjunctator
fail-01 (;t)llmdM;st Contact:Meet
. . . . . . . summi “g P
Russian President Vladimir Putin’s summit with ummit prove-01 summit
the leaders of Germany and France may have been a fadoo Entity Place Entity
failure that proves there can be no long-term "peace o
" . . . “Vladimir Putin” \O
camp" alliance following the end of war in Iraq. © | “Viadimir “Irag”| “Viadimir “Iraq”
“Germany” “France” 4 Putin’”’ “leaders” Putin” “leaders”
create-01 Business:Start-Org Business:Start-Org
Major US insurance group AIG is in the final stage “ereate” “ereate”
of talks to take over General Electric’s Japanese | “AIG” person Agent
life insurance arm in a deal to create Japan’s sixth ARGI-of o
largest life insurer, reports said Wednesday. wqiG” O “insurer” “QIG” “insurer”
“Japan” insure-01 “Japan” “Japan”
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/~~
. Graph4NLP
Outline @

- Semantic Graph Parsing for Event Extraction

> Cross-lingual structure transfer for Relation Extraction and Event Extraction
« Cross-media Structured Common Space for Multimedia Event Extraction

- Graph Schema-guided Event Extraction and Prediction

- Cross-media Knowledge Graph based Misinformation Detection

111



Cross-lingual Structure Transfer

e Graph4NLP

GCN

VERB VERB

nsubj:pass obl nsubj:pass

NOUN aux.pass NOUN aux:pass NOUN

Tree Representations

det

DET

amod

(PER) (PER) (FAC)
AUX nmod nmod.
amod
case case
' NOUN

DET NOUN
VERB VERB

ADJ

multilingual word
embedding
part-of-speech
embedding
entity-type
embedding
dependency
embedding

The detainees were toa KomaHpbl Bpauei 6binu B YNakKoBaHHbIX

processing center OTAENEHUAX CKOPOU NMOoMOLLN

(teams of doctors were seen in packed emergency rooms)
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Graph Convolutional Networks (GCN) Encoder(@Gmph el

* Extend the monolingual design (Zhang et al., 2018) to cross-lingual
* Convert a sentence with N tokens into N*N adjacency matrix A
 Node: token, each edge is a directed dependency edge

* Initialization of each node’s representation

O ) )
Word embedding POS tag Dependency relation  Entity type

* At the kth|ayer, derive the hidden representation of each node from the
representations of its neighbors at previous layer

N Ay W(k)h(.kl))

(k) J
h;”’ = RelLU ( ]Z:% d; + p(k)
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Application on Event Argument Extraction (@ %®"N*

* Task: Classify each pair of event trigger and entity mentions into one of pre-defined
event argument roles or NONE

* Max-pooling over the final node representations to obtain representations for
sentence, trigger and argument candidate, and concatenate them

e A softmax output layer for argument role labeling

N L;
LY = >:>:Z/ij log(a (U - [hg?hfj? hijl))
i=1 j=1
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Artifact-Arg ~ THYS-LOCATED opgin-arg PHY:(;;?:STED

Softmax (relation) T
f
C!@ (Ce9) LO,_OJ G@
) ' TRANSPORT !
Concatenation @ (event) @ @

‘.
* P Phd s
So - - ~
P '
hS ~ e’ ¢ - ~o
s ~ - s ' - ' ~o
-2 B R S

Max-pooling hm1 G;Ej he © . . ©hsent (e .] hm2 m1[. .] ht [. .] [. ©Jhsent hm2

e Graph4NLP

Pt

-

GC
VERB VERB
nsubj: pasv\ nsubj:pass
NOUN aux:pass NOUN NOUN aux.pass NOUN
Tree Representations (PER) (FAC) (PER) (FAC)
nmod.
det fmod nmod amod
case case
NOUN
DET DET NOUN
multilingual word
ADP embedding
art-of-speech
VERB VERB ombedding
entity-type
embedding
dependency
ADJ embedding
The detainees were toa KomaHabl Bpayeii 6binu B yrnakoBaHHbIX
processing center OTOENEHUAX CKOPOU NMOoMOLLM 115
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Graph4NLP
Cross-lingual Edge Transfer Performance @

* Chinese Event Argument Extraction

70
59Tralned frosrré Engllsh 5745 59.2
00 b o oo e e e o e e e e
Trained from Chinese !
50 ------- '
| '
40 ;:‘rablc :
' :
— Il
S i l
it : i
20 I
- 0 '
0 )
10 I 0
0 )
| '
0
0 500 1000 1500 2000 2500 3000 3500

Number of Event Mentions
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/~~
. Graph4NLP
Outline @

- Semantic Graph Parsing for Event Extraction

 Cross-lingual structure transfer for Relation Extraction and Event Extraction
> Cross-media Structured Common Space for Multimedia Event Extraction

- Graph Schema-guided Event Extraction and Prediction

- Cross-media Knowledge Graph based Misinformation Detection
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Multimedia Event Extraction (M?E?)

[Li et al., ACL2020]

___________________________________________________________

Last week , U.S . Secretary of State Rex Tillerson visited
Ankara, the first senior administration official to visit Turkey,
to try to seal a deal about the battle for Ragqa and to
overcome President Recep Tayyip Erdogan's strong
objections to Washington's backing of the Kurdish
Democratic Union Party (PYD) militias. Turkish forces have
attacked SDF forces in the past around Manbij, west of
Raqqa, forcing the United States_to deploy dozens of

land vehicle

1
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
\

/~~
(a Graph4NLP

~
S~
Event Type Movement.Transport \ Agent
— Destination

outskirts

nited States/

soldiers l

Text Trigger deploy Artifact
Arguments
Event Vehicle
Image
Vehicle
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Weakly Aligned Structured Embedding (Z Gravhenep

-- Training Phase (Common Space Construction)

Caption

Thai opposition
protesters [Attacker]
attack [Conflict.Attack] a
bus [Target] carrying pro-
government Red Shirt
supporters on their way to
a rally at a stadium in
Bangkok [Place].

lapooug ydels uonenys

lasied HAY

[ Role-driven J
Attention

:agent :destination :item

[ protest-01 ]

o NARGO- of
oppose-01

Thailand
:ARGO-of

[support-01 ] [pro-government] Red Shlrt

...........................................................................

Structured
Multimedia Common Space

.

throwing

N1ST-19

)
O N
Z \
:agent :desthathn :item
\
S HEB
man \ stone
! ’
P , attack-01 j¢
\ \
\ N .
N 1RG0 Y. LRGT
A bus
&
rotest-01 Amod
Z P :location
rally-01
Bangkok
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Weakly Alighed Structured Embedding

-- Training and Test Phase (Cross-media shared classifiers)

Training Phase Testing Phase

: ACE Text Event Alignment imSitu Image Event | Multimedia News

E Liana Owen [Participant] H : E 5

- drove from Pennsylvania to VOA § destroying [Conflict.Attack]: + i For the rebels, bravado goes hand-in-

+ - attend [Contact.Meet] the ‘Image-Caption : : . : ltem [Target]: ship - 1 hand with the desperate resistance the

+ - rally in Manhattan with her Pairs i & Tool [Instrument]: bomb : ' i insurgents have mounted..... ™ S

'+ parents [Participant]. P '
[ Cross-media Structured Common Representation Encoder
E entity region trigger image : trigger image entity region E
: Liana Owen &, attend | resistance insurgents H
: [ Cross-media Shared Event Classifier ] :
| I | I |
: Contact.Meet Conflict.Attack ' Conflict.Attack :
: * ! * :
: [ Cross-media Shared Argument Classifier ,
: \/ : v :
. Contact.Meet Conflict.Attack : Conflict.Attack Conflict.Attack !
. Participant Instrument : Attacker Instrument



(4 Graph4NLP
Compare to Single Data Modality Extraction

* Image helps textual event

Surrounding sentence helps .
extraction.

visual event extraction.

(( o 4* AN

People celebrate Supreme Court Iragi security forces search
ruling on Same Sex Marriage in front [Justice.Arrest] a civilian in the

of the Supreme Court in Washington. city of Mosul.
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Compare to Cross-media Flat Representation

Model Event Type Argument Role Model Event Type Argument Role

Flat Justice.ArrestJail Agent = |man Flat Movement.Transport Artifact = [none

Ours  |Justice.ArrestJail Entity = |man Ours  |Movement.Transport Artifact = [man
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. Graph4NLP
Outline @

- Semantic Graph Parsing for Event Extraction

 Cross-lingual structure transfer for Relation Extraction and Event Extraction
« Cross-media Structured Common Space for Multimedia Event Extraction

> Graph Schema-guided Event Extraction and Prediction

- Cross-media Knowledge Graph based Misinformation Detection
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Move from Entity-Centric to Event-Centric NLU

2014 Thai coup d’état: OgHako npoTecTs! ¥ 6nokaga ANATCA yxe

nouTu 3 MecALa, a2 BOSHHbIE TaK U He NepeLuny K JeNcTBUAM

2013 Egyptian coup d’état: ... General Abdel Fattah el-Sisi announced
that he there would be calling newpresidentialand Shura
Councilefections.

Ukrainian crisis: At 09:25 profesterspushed the Berkut back to the
October Palace after security forces tried to set fire to Kiev Conservatory,
which was being used as a field hospital for woundedprofesters.

Ukrainian crisis

20%

{2 Graph4NLP

Chechen-Russian Conflict

ConflictEvent place
PoliticalConflict. 1 country
CivilUnrest 1w-years
ControlEvent. MakeUndoEvent.
PreventAction. BreakUndo.
Internationalintervention Ceasefire

3mon1y

insfance Organizatl orgalzzion ey 1d
gun Conservatory secure-02 “|w|?' Spatiaimhing W‘* de'ha,’d 70% &A -
- 4 3 1 2 1 0'%
place of residence
birthplace directive protester country topic country § 3 protester 41 country
SocialEvent. ConflictEvent. ConflictEvent. ControlEvent. SocialEvent. SocialEvent. SocialEvent. SocialEvent.
CommunicationEvent. PoliticalConflict. PhysicalConfiict. PreventAction. Start/End_SocialRelations. TransactionEvent. Legislation/Contracts. TransactionEvent.

PublicSpeaking SocialGathering

.-‘-.lI.--I-q.-
...-------..... ‘.'.‘

AN

Attack ArrestJailDetain PersonnelChange EmergencyResponse AcceptAgreement TransferControl

Oive

Hh
& 1d -~
i7 < -1
g% 4
1 1M1 1 3

1 4 1 4 s 1 10 1 8
3 countrydirective ¥ country directive title country title country wounded country lawinfo country protester city
pnotester protester .
again ) crnme SocialEvent. MovementEvent. SocialEvent. ControlEvent.
topic country speaker audnenoe SocialEvent. SocialEvent. CommunicateEvent. Movement. CommunicateEvent. PreventAction.
Start/End_SocialRelations.  Start/End_SocialRelations. Meeting AndDiscussion Send Denouncement Sanction
EndPosition StartPosition P -1
1d "‘ s w-1y

—- TemMporal
Causality
Subevent

$°

1d
e AN

title country directive title

12
country militaryOrg countrycotlnry

directive country

%/\?:

country country politicalOrg country 2 4



| @Graph NLP
Event Graph Schema Induction

 [Li et al., EMNLP2020]
e How to capture complex
connections among events?

part-whole
* Temporal relations exist between almost LOC
all events, even those that are not part-whole
semantically related
* Causal relations have been hobbled by LOC/GPE
low inter-annotator agreement (Hong et N
al., 2016) onen
Movement
* Two events are connected
. . _Attack ination
through entities and their Destinati
relations FAC/LOC/GPE

rt-whole
part-whole / part-whole

PER FAC/LOC/GPE

Target
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Event Graph Schema Induction

* History repeats itslef: Instance graphs (a) and (b) refer to very different event instances, but they both illustrate a

same scenario
* We select salient and coherent paths based on Path Language Model, and merge them into graph schemas

Transport

deploy A<

destination

: FAC
+ Sevastopol

(b)

Transport
carry &

destination
FAC

Maidan
Square \

part- .

whole

PER
troops
- —— — at{aCk
o - . e
o> %%,
(W “y
2% Yy,
/"/ _ Q//O
agent T ,
P, WEA
e GPE T tank
origin Russia |
instrument
_part-whole e —
target
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/ « ——— a’f
’0\06 - el - *«.__»h_\ackef
\& / c
—— ~2-___ artjf
L. "‘--~-‘?9§__>-’ instrument
part- © | GPE WEA
whole Ukraine stone
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(a Graph4NLP

Path Language Model

* Path Language Model is trained on two tasks
e Autoregressive Language Model Loss: capturing the frequency and coherence of a single path
* Neighbor Path Classification Loss: capturing co-occurrence of two paths

Neighbor | 1 = neighbor
Path ) 0 = not neighbor
Classifier

_attacker GPE agent’ Transport[SEP] Attack instrument WEA artifact GPE agent’’ Transport [SEP] [CLS]

Auto-
regressive
Path . ) ] [
Language
Model

Word  FEyy Attack attacker GPE agent! Transport [SEP] Attack instrument WEA artifact GPE agent! Transport [SEP]

Position Ep 1 2 3 4 5 6 7 8 9 10 1 12 13 14
Segment Fg 0 0 0 0 0 1 1 1 1 1 1 1 1 1
Element Er 1 2 1 2 1 0 1 2 1 2 1 2 1 0

Path A: Path B: 127

Attack - attacker - GPE - agent 1. Transport Attack - instrument - WEA - artifact - GPE - agent -1. Transport



Graph
Schema-Guided Information Extraction (@ ’

Use the state-of-the-art IE system OnelE (Lin
et al, 2020) to decode converts each input
document into an IE graph

Each path in the graph schema is encoded as a
single global feature for scoring candidate IE
graphs

OnelE promotes candidate IE graphs
containing paths matching schema graphs

http://blender.cs.illinois.edu/software/oneie

F-scores (%) on ACE2005 data [Lin et al.,
ACL2020]:

............................................................................

Input Sentence Candidate IE Graph

: CNN Pentagon correspondent Transport t':OEOF;S
+ Barbara Starr reports coalition

: entermg a’Qet 5
' troops entering [Transport] artitac ;
+ Baghdad were met with fierce : ﬁ > !

: Natiop, p\ac® Attack

+ fighting [Attack], and there

: . - ; GPE fighting !
. were casualties on both sides Baghdad gnting
: Attack .
i Transport artifact :ER located_in fpi place :
Attack '
: Trans'poréestination GPE located_in . target I

> <& &
> < <

Paths from Schema Repository

............................................................................

Dataset Entity Event. Trlgger Event.'.l'rlgger Event A_rgu_ment Event A_|fgu.ment Relation
Identification Classification |dentification Classification
Baseline 90.3 75.8 72.7 57.8 55.5 447
+PathLM 90.2 76.0 73.4 59.0 56.6 60.9
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Temporal Complex Event Schema Compos&%mﬂph NLP

 Graph Structure Aware:

 Encode entity
coreference and entity
relation

e (Capture the
interdependency of
events and entities
(sequences can not)

* Scenario guided: | 4\§
Train one model based A Buy Transport

on instance graphs of Learnin recepient |

the same scenario

* Probabilistic:
e Support downstream
tasks, such as event e | located._ |

prediction VEH\IDva-ted:inE /_,m/_

ace Detonate

recepient

ORG

entity
entity artifast
institute

ageqt
Tr sport

artifagt ins'ument

Bu ent| y

instrument
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Generative Event Graph Model

Existing Graph ; , (1) Event Generation

* Schemas are the hidden ~ PER | e
: B Die

knowledge to control
instance graph generation

* Ste P 1. Attack

Arrest
Event Node Generation _
. Step 2 ailor  pj5a
Message Passing , B . o )
p =====- Temporal Ordering= ===~ - - i A emporal Ordering= == === =
* Step 3. S acbuhthintl S 2
Argument Node Generation | (3) Coreferential Argument Generation (4) Entity Relation Edge Generation
: vocab o b
* SteP 4. ] PER DIEIID(S:t?tytypes)g ; PER g PER
Relation Edge Generation g b 1] exsingnodes 3
° : ace
Step 5 . Attacker Victim P‘ER
Temporal Edge Generation
Detdinee
PER in
Attack rest
PE ailor  pjaa GPE PE ailor - p1ag GPE PE ailor  pja GhE
------- Temporal Ordering" == === > - - - - - - -Temporal Ordering=-=-=--=-»:: == === =-Temporal Ordering = = = = = =>



Schema-guided Event Prediction (z Grarh

- Schema-guided Event Prediction: The task aims to predict ending events of each graph.
« Considering that there can be multiple ending events in one instance graph, we rank
event type prediction scores and adopt MRR and HITS@1 as evaluation metrics.

Event Prediction

NLP

Broadcast ,
- ; FireExplosion :
Die Attack Die
Attack Schhn;;r; TrialHearing
: Transportation:
Attack Detonate Die sentence
Explode Die 5 Broadcast
. Die
Contact ETGraPhI Injure
. : Tempora
Injure 5 SchF::ma Attack
' Broadcast
Injure i i
J Die ImpedelnterfereWith py——
Dataset Models MRR HITS@1 | Dataset Models MRR HITS@1
Human Schema 0.173 0.205 Human Schema 0.072 0.222
General IED

Event Graph Model 0.457 0.591 Event Graph Model 0.203 0.426
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. Graph4NLP
Outline @

- Semantic Graph Parsing for Event Extraction

 Cross-lingual structure transfer for Relation Extraction and Event Extraction
« Cross-media Structured Common Space for Multimedia Event Extraction

- Graph Schema-guided Event Extraction and Prediction

> Cross-media Knowledge Graph based Misinformation Detection
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Information Pollution

/~~
w Graph4NLP

instrument ( target
ey Why would anyone
. US. Maatje v ever believe these
' Army Benassi Wuhan coronavirus 5
oF waw  place 7 a % place a Because humans
o —><_origin cause are very good at
destination ™~ .
.-"agant W connecting dots
X A A Virginia A A . And perhaps too
good =2
Carry Military Movement COVID-18 Attack
' World Games outbreak
' >
2019.10 2019.10 2019.10 2019.12 2020.03
sSource: sgurce. sgurce. source. sgurce.
George Webd CNN CNN CNN CNN
YouTube
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Quiz Time! Which one is Fake News?

Burma's once-outlawed National League
for Democracy is holding its first party
congress since the opposition group was
founded 25 vyears ago. Delegates in
Rangoon will draw up a policy framework
and elect a central committee during the
three-day meeting that began Friday.
Democracy icon Aung San Suu Kyi is also
expected to be reappointed as head of the
party. The Nobel laureate helped the NLD
to a strong showing in historic April by-
elections, which saw the party win 43 of
the 45 contested seats. But the NLD is
setting its sights on 2015, when it hopes to
take power during national elections. But
the party faces several challenges as it
attempts to fashion itself into a viable
political alternative to the military, which
still dominates parliament and other
government institutions. One of the most
pressing issues is electing younger leaders
to replace the party's elderly founding
members, many of whom are in their 80s
or 90s and in poor health.

Congress delegates prepare to
pose for photographs as they
arrive to attend the National
League for Democracy party's

(NLD) congress in Rangoon,
March 8, 2013.

Delegates from the NLD gather in
Rangoon for the party's annual congress.
The NLD is headed by Nobel Peace Prize
winner Aung San Suu Kyi. The party is
expected to win a majority of seats in the
parliament.

This year's NLD Congress is the first time
the party has been able to elect its own
leadership. Nyan Win, a member of
NLD's executive committee, told VOA
that the party is looking forward to the
new generation of leaders.

The party has come a long way since the
military seized power in 1962. The NLD
was founded by a Briton. Since then,
Burma has been ruled by a quasi-civilian
government. However, the military has
still maintained tight control over the
country's political institutions.  Phil
Robertson, Asia director for Human
Rights Watch, said he hopes the party will
push forward with reforms that will allow
the army to step down and allow the
civilian government to take over.

/~~
(a Graph4NLP
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(4 Graph4NLP
Quiz Time! Which Caption is Fake? @

On 24 May 2017 the Philippines militants left their barrack in :
the outskirts of southern Marawi city to reinforce fellow troops

who had been under siege by Islamic troops. Philippine troops arrive at their barracks to reinforce fellow

troops following the siege by Muslim militants, on the outskirts
of Marawi city in the southern Philippines, May 24, 2017.
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Quiz Time! Which Caption is Fake?

Anis Amri (L), the Tunisian suspect of the Berlin Christmas market
attack, is seen in this photo taken from security cameras at the Milan
Central Train Station in downtown Milan, Italy December 23, 2016.

{2 Graph4NLP

Anis Amri, a Tunisian suspected of defending the Christmas market

in Milan, was seen in this photo given from a security camera at the
Central Train Station of downtown Berlin on 23 December 2016 .
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Knowledge Element-Level Misinformation Dei& ro1s

[Fung et al., ACL2021]

Hong Kong declared Independence from China Yesterday

- February 19, 2021

In a historic decision made yesterday, Hong Kong declared
its independence from mainland China. The Senate of Hong
Kong, the local government's legislative body, passed the
inaugural Resolution of Independence after members of all
races, sects and ages gathered in the senate chambers...
"As the Chief Executive Council today endorsed the
proposal of the Chief Executive Council to confirm the first
proposed Resolution of Independence, Hong Kong is

Motivation: misinformative parts
of a fake news article lie along
the fine-grained details

Current Issues:

- Fake news detection approaches
tend to focus on checking facts,

semantic inconsistencies, style or fact " determined to complete the path of self-rule," said London-
. . o fro actua y k dl tl
bias. lacking a unified framework. —»based broadcaster CNN yesterday... awkward linguistic
’ 5 f f incorrect” "We look forward to the motion being made by the /“style
- The document-level detection task l Legislative Council and to firmly reaffirming our
lacks precision and explainability I commitment to a prosperous and stable life of our people,

I while working together with China," Hong Kong's Chief
I Executive,/Carrie Lam, said in a statement, according to AFP.

semantic drift



Compare with Previous Work

0
%

/~~
(a Graph4NLP

Motivation: misinformative parts of a fake news article lie along the fine-grained details

=~ Existing approaches lack a unified framework in checking facts, semantic

inconsistencies, text features and bias

Structured Knowledge Element
Text Features Source Bias | Multimedia
Knowledge Level Detection
Perez-Rosas et al.(2018) v
Pan et al. (2017) v
Baly et al. (2018) v v
Zellers et al. (2019) v v
Tan et al. (2020) v v
InfoSurgeon (Ours) v v v v v

Comparison with related work on fake news detection


https://link.springer.com/chapter/10.1007/978-3-030-00671-6_39
https://www.aclweb.org/anthology/D18-1389/
https://arxiv.org/abs/1905.12616
https://arxiv.org/abs/2009.07698
https://www.aclweb.org/anthology/C18-1287/

Knowledge Element-Level Misinformation DetectiB

<+ Combine local and global features
<+ Leverage external knowledge to help pinpoint misinformation

bbc.com I

External
% Knowledge
Base

Police brutality has risen
to a new, extreme level in
HK this past weekend. HK
police started shooting
at protestors on the
streets, including the
unarmed, peaceful
protestors. One notable
incidence involved a
woman at the Tsim Sha Tsui bus stop being shot in the
eye by a policeman hiding behind corners. No warning
was issued beforehand, and the woman was
permanently blinded. Local activists are avidly calling
for international attention on the HK police brutality.

HK police shoot cold bullets
at protestors from hidden
corners.

crowd  Entity >

Linking

Head
HK
NOdeS j////protestors
//" {7

\ see

P 7 \woman
‘ ~~~
AL\ mer

Tsim Sha Tsui

activists bus stop

IE / KG Representation

InfoSurgeon

Graph4NLP

o
[\

Graph Edge
Classifier Classifier

} !

Real / Misinformative
Fake Knowledge '\

Elements:

{<police, located in, hidden corner>,
<police, blinded, the woman>}




(4 Graph4NLP
Knowledge Element-Level Misinformation Detection

We also propose a new task in addition to document-level fake news
detection that is more challenging but interesting.

Relation: Event: Events/Relations:
“Hidden Corner” “real bullets” Conflict. Attack.
Label each triplet - “arrest” Ofa:;::\\'fs““”;e”t
connecting two Physical Justice, /1} Justice.  Conflict. Fsh/o\ot ict)ggit'
entities as e on Arrest. | j Amest.  Aftack | | Vietim
L?\Tated F Jailer ! ! Detainee  Attacker | F s
ear i u
| “HK police” “protestors” ica” f
“ — police %, F i Life.Die.
HK police Life.Die. ., Victim
Killer
“died”

T =True, F = False, © =entity



Multimedia Knowledge Graph Construction (g GraphNLP

Merged Knowledge Graph

“shoot”
Conflict.
“real bullets”  Attack.
T Instrument
| o ﬁ*' *
P . ?'m\@ AR T Coss,
‘_"\n"_,“" ;" \ " N e ‘ s ﬁ\ %" g “« . ” \@
A i ) i-_r‘t , pOIICE odO/ “shoot”
¢ R 2N, Ai" : e, F
"i‘,f \ ,? ‘P", [1 R S C’C‘o,. F Conflict.
4 Ped LN TR e )
V) gea A Lok j%’e/,c Conflict. Attack.

[ Image Caption ] Attack. Victim
, “Hidden corner” ‘4— T Attacker ‘

Hong Kong police shoot real
bullets at protestors from hidden Physical.  “Hong Kong Police”  “protestors”
corners. LocatedNear

T =True, F =False, © =entity A = event
trigger
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Graph Propagation @Gmph NLP

v —
Q & Q

,b‘?o Semantic \}o Semantic ;Qb Semantic

\& context node GbQ context node v& context node
Coreference

(J] (J] ]

v B < c 3 0B <
o 2

E 25 a3 L £3 0
- 8 O J g O < g O

7 7 7

\\ Coreference

Yi Fung, Christopher Thomas, Revanth Gangi Reddy, Sandeep Polisetty, Heng Ji, Shih-Fu Chang, Kathleen McKeown, Mohit Bansal and Avi Sil

“InfoSurgeon: Cross-Media Fine-grained Information Consistency Checking for Fake News Detection”. In submission to ACL 2021 142



KG-Conditional Fake News Generation (g GraphNLP

* Annotating specifically which elements in a KG are fake is time-
intensive / difficult

* We propose a solution to automatically obtain knowledge-element
labeled knowledge graphs for free

* Given a set of real news articles, we extract KGs from the real articles

* Train a text generator model that learns to recreate an article from its
KG

* To generate fake data, perform manipulation operations on the KG
(editing knowledge relations, events, entities, etc.) to produce KG’

 Generate a fake article from KG’

 Key insight — We now know specifically which elements in KG" were
manipulated!
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Manipulated KG-to-Article Synthesis @Gmph NLP

* We perform the following manipulations on KGs:

* Entity swapping — Swapping entity that has same type and similar
embedding (so they are harder to tell apart)

* Addition of new relation or event — Randomly select relation / event
argument roles and append a new entity to the relation / event

* Subgraph replacement — Select a subgraph of the news article from
an entity and replace it with a subgraph from another news article
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Generating Text from Structured Representations

(i Graph4NLP

Constraints

c
=
fd
0
=
=
o
©
=
o
©
Q
S
v
7
O
S
o
O
2

Article Image

»e L

Generated Article

Manipulated KG

<team,Manufacture.Artifact Ar
tifact.Artifact Manufacturer,
Zambia>

<Zambia,Manufacture.Artifact
Manufacturer, men> ...
<bieyele> <truck> <hospital>

The Zambia-based Bamboo truck is the first of its kind in
the world, and it’s designed to be a cheaper and lighter

alternative to the traditional, heavy-duty, imported, metal
ambulance. The Zambian-designed truck is built of
bamboo, which is an environmentally friendly material...

* We manipulate

knowledge
graphs to
synthesize fake
news which
contain known
types of
inconsistencies.

* This example is

trivially
detectable due to
a inconsistency
with the image
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/~~
Generating Text from Structured Representations (aGraph NLP

* By imposing cross-
media knowledge
graph manipulation

Article Image Manipulated KG

<team,Manufacture.Artifact Ar
tifact.Artifact Manufacturer,

V)
)
= :
© © ZambiaFiji> constraints, we
o0 <#ambi+aFiji,Manufacture.Artif prevent generating
= Fiji
E o act Manufacturer, men> ... . .
n bicycle> <hospital> ... '.tEXt WIth Ob\!lOUS
8 c : 8 Inconsistencies.
st Generated Article
< ‘—; A team of two Californians living in Fiji is trying to build the
'§ 2 world’s smallest and most affordable bicycle. They are * Enables generating
= using bamboo as the frame for their bicycles. The team is more realistic /
= made up of 25 young men who met at a university in the challenging data for

Pacific island nation of Fiji. They’re using their... training detector
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Caption Manipulation — AMR-to-Caption Synthes@GmPh NLP

e Use text parser to get AMR graphs (Banarescu et al., 2013) from captions

* Use AMR since they capture fine-grained relations expressing who does what to whom
* Manipulations:

* Role switching — Swapping entity positions in AMR graph

* Predicate negation — Replace triggers / verbs with antonyms from WordNet

* Use off-the-shelf model for AMR to text synthesis (Ribeiro et al, 2020)

SE— -

True Caption:

’ ) ’ o L 44 4
w ( ( ) In Afghanistan, the Taliban released to the media this
) ¢ ‘ picture, which it said shows the suicide bombers who

Y \A e D N , |
y j‘\h \ - ¢ P ’ ). attacked the army base in Mazar-i-Sharif, April 21, 2017
. W v X 7y : i { .

Bkl B Fake caption:

520 , ¢ s et On 21 April 2017 the Taliban released this picture to the
DR SR S 2rmy in Afghanistan which they said was a suicide bomber

E11@
Co

i

¥ 8=

o iasacntiRAR IR AN A hiding at a media base in the city of Mazar-i-Sharif

* Ethical Statement: we are not going to share our generator, but sharing our detector!
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(4 Graph4NLP
Knowledge Element-Level Misinformation Dataset

* To address the lack of data for the detection task, we further
contribute a KG2txt fake news generation approach, which allows for
control over knowledge element manipulation and creating silver
standard annotation data.

Overall Real Documents Fake Documents
Human Detection Accuracy 61.3% 80.4% 42.3%

The Turing Test results above show that our automatically generated fake documents
are also very hard for humans to detect.



/~~
Graph4NLP

Knowledge Element-Level Misinformation Detection

Experimental result on traditional document-level detection:

NYTimes Neural News Dataset

VOA Manipulated KG2Txt Dataset

Grover 56.0% 86.4%
DIDAN 77.6% 88.3%
InfoSurgeon (Our Model) 94.5% 92.1%

Experimental result on the novel task, knowledge element level
misinformation detection:

VOA Manipulated KG2Txt Dataset

Random (baseline)

27%

InfoSurgeon (Our Model)

37%




A Successful Example

7
0’0

/~~
w Graph4NLP

Example of fake news article in which baseline misses, but InfoSurgeon successfully

detects

Caption

Body Text

Misinformative KEs

Aerial view
of Fort
McHenry.

The battle of Fort McHenry, which took place in Septem-
ber of 1814, was a pivotal moment in the U.S. War of
Independence...When the British finally left, they left be-
hind a trail of destruction, including the destruction of
the twin towers of the World Trade Center ...

<British,
Conflict.Attack,
twin towers>




Demo 1: Multimedia Event Recommendation

Event Search

Automated Summary: Knowledge Elements based Ranking Incorporating User Feedback

Show Visual Knowledge Elements | Hide Visual Knowledge Elements Similar Events | Dissimilar Events

CronkHoBeHus 20 heBpans cTanu OgHUM U3 KNYeBbIX daa»cropos BbIHYAUBLUMX l'lpesvmema YkpauHbl BukTopa SiHykoBuYa noiTu Ha
noanucaxve CornaweHus 06 yperynuposaHui e 3 Riepe foBepus K camomy SHYKOBUYY 1 K
nepecgopmMaTMpOBaHUIO NapnamMeHTCKoro 60o; 5 NOCTAHOBNEHWE O 3anpeTe NPUMEHEHUS CUNbI
snacTuio (Translation: The clashes on February Event Su m mary ed President of Ukraine Viktor Yanukovych to

sign the Agreement on the settlement of the politica e in Yanukovich himself and the reformatting of

the parliamentary majority, which issued a resolution on the evening of February 20 banning the use of force) , 4to cornacHo Bcem
VUMEIOLMMCS YIMKAM Té MUMMLIMOHEPSI! U A@MOHCTPAHTBI , YTO CTaNK XEepPTBaMK CHANNEPCKOro OrHS , 3acTy

cHaiinepamu (Translation: that according to all available evidence, those policemen and demonstratore -~ Sou rce DOC &

shot by the same snipers) : i T 5 Text Extraction Result

Instrument
Type of Attack Conflict.Attack

[ )
® Not SecHrg

HCO000T6CP, 2011-01-19

CPEUBIAR I

4 BonoHTépbl  KpacHoro — kpecra Yxpamu OKa3bIBAIOT  Event

the beginning of the eleventh hour on February 20, 2014
OAMHHaauaToro Yaca 20 ¢eepann 2014 ropa eleventh hour on February 20

the side opposite the Maidan

LOCPosition.Region]
Cami |bl BBIHOCAT T no MHCTUTYTCKOM ynuue 8

Date 201402

- L ' o Location Unknown
ﬂ .L > ’ € group
'
A\ Un
N
& £% Instrument Unkn
m i ¢ Type of Attack Confiict.Attack

Event Arguments

Event Type

201402 Unknown Unknown SAnykoeuua (Yanukovych) Unknown Conflict. Attack

(Li et al., ACL2020 Best Demo Paper Award)

GitHub: https://github.com/GAIA-IE/gaia

DockerHub: https://hub.docker.com/orgs/blendernlp/repositories

Demo: http://159.89.180.81/demo/video_recommendation/index_attack_dark.html

Query: Target: SiHykoeuya (Yanukovych) Number of Events:

Source Doc Translation

/~~
@ Graph4NLP

. . .
Visual Entity Extraction Lother)
Hm “ Lo Position Region) The case of Kiev snipers
nepeyio NOMOWb PaHeHoMy Ha Mncmmcn(on yrwlue B Havane Red Cross Volunteers of Ukraine provide first aid to a wounded man on Institutska

VAL \- Self-defenders carry out comrade on Institutskaya Street to the rear at the end of
Mark 13 on a pierced bullet on Institutskaya Street, pasted by criminologists near
The case of Kiev snipers question about the organizers and perpetrators of sniper

Euromaidan participants and at the same time law enforcement officers in Kiev on
20, 2014, which killed 53 people (49 protesters and 4 law enforcement officers)



https://hub.docker.com/orgs/blendernlp/repositories

Demo 2: Event Heatmap for Disaster Relief

ELISA | Heat Map

S/ Sl
Spot (Language)

(8 e .
: /
Q,’Context Sentence O

6 -
6 O Icon (Topic)

sentence_18442 ) 9
Language: Somali Translatlon e

gabsadeen ciidanka xoogga dalka Soomaaliya oo gacan ka helaya
kuwa dalka Jabuuti ee geybta ka ah AMISOM.

Translation: Subagle said al-Shabaab militants attempted to recapture @
the town of Bulo-burte, which had taken control of the Somali
strongholds in Djibouti with the help of AMISOM troops.

Subagle wuxuu sheegay in kooxda Al-Shabaab ay isku dayday inay dib
u gabsato magaalada Buulo-burte, oo toddobaad ka hor ay

@ Food Supply @ Water Supply @ Medical Assistance @) Terrorism or other Extreme Violence @) Utilities, Energy, or Sanitation @) Evacuation

eSheIter @Search and Resrze  QQ (4l ! Inrest anfrastructu.re ) .
Style Selector Topic Filter Language Filter

Ambharic oChineseﬁKurdish 76 e Oromo Somali Spanish Tigrinya inian e Uyghur e Viethamese

Map Style: Topic: Language:

Re-trainable Systems: http://159.89.180.81:3300/elisa_ie/api

Demos: http://159.89.180.81:3300/elisa_ie
Heat map: http://159.89.180.81:8080/



http://159.89.180.81:3300/elisa_ie/api
http://159.89.180.81:3300/elisa_ie
http://159.89.180.81:8080/

6 Graph4NLP
Software and Resources

- KAIROS RESIN Cross-document Cross-lingual Cross-media Information
Extraction system (Wen et al., NAACL2021 demo)
- https://github.com/RESIN-KAIROS/RESIN-pipeline-public
. Joint Neural Information Extraction system (Lin et al., ACL2020)
. http://blender.cs.illinois.edu/software/oneie/

. GAIA Multimedia Event Extraction system and new benchmark
with annotated data set (Li et al., ACL2020 demo)

e GitHub: https://github.com/GAIA-AIDA/uiuc ie pipeline fine grained
» Text IE DockerHub: https://hub.docker.com/orgs/blendernlp/
* Visual IE repositories: https://hub.docker.com/u/dannapierskitoptal
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http://blender.cs.illinois.edu/software/oneie/
https://github.com/GAIA-AIDA/uiuc_ie_pipeline_fine_grained
https://hub.docker.com/orgs/blendernlp/
https://hub.docker.com/u/dannapierskitoptal

Semantic Parsing
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Semantic Parsing

Sentence

Semantic Parser

Meaning Representation

Executor

Response

More on Semantic Parsing: Neural Semantic Parsing Gardner, et al. ACL'2018
155



6 Graph4NLP
Text to SQL: GNN

[Bogin et al. ACL'19]

x : Find the age of students who do not have a cat pet.

y : SELECT age FROM student WHERE

student NOT IN (SELECT ... FROM student JOIN
haspet ... JOIN pets ... WHERE ...)

x : What are the names of teams that do not have match season record?
Yy : SELECT name FROM team WHERE

team_id NOT IN (SELECT team FROM match_season)

Bogin, et al. Representing Schema Structure with Graph Neural Networks for Text-to-SQL Parsing. ACL'19
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Text to SQL: GNN

Input

x = “What is the name of the semester
with the most students registered?”

T = {student, semester,
student semester, program,..}

Cstudent = {name, cell number, ..}

Cstudent semester = {(Semester id,
student 1d, program_1id}

Csemester = {semester id, name,
program id, details, ..}

F = {(student.student_id,

student semester.student id),
(semester.semester_id,

student semester. semester id),..}

Graph program Q

program_id }
4
n k.
prog ram_ld (

student semester -ﬁ- .
semester id . ; ’ student_id

semester id ‘ % student id

semester a . \ a student
name ‘ f \

)
s

g

—

v .

@ Graph4NLP

Bogin, et al. Representing Schema Structure with Graph Neural Networks for Text-to-SQL Parsing. ACL'19
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@ Graph4NLP
Textto SQL: GNN

Decoder

Graph
$ Gated GNN

SEfECT nﬁme FEOM semester JGIN

YES  Homogeneous

) FO® =11 FEO.O) =33
QW feed-forward network (v, W vy (v, W v
; x @, (0.23) x @, (0.77)
self-attention: score 2

schema items based on <«

A

Undirected previously decoded

YES ' i
graph? sch€m item sf“(v,) =29 student semester
L 5 -
SJ,Q“(I‘-J) =03 student T

GCN Graph relevance score:
embeddings question-conditioned

Bogin, et al. Representing Schema Structure with Graph Neural Networks for Text-to-SQL Parsing. ACL'1915s



Text to SQL: GNN

[Bogin et al. ACL'19]

/~~
(a Graph4NLP

—

Encoding the schema
structure is important

Model Acc. SINGLE MULTI
SQLNET 109%  13.6% 3.3%
SYNTAXSQLNET 189% 23.1% 7.0%
No GNN 349%  52.3% 14.6% +
GNN 407% 522% 26.8%

- NO SELF ATTEND 38.7%  54.5% 20.3%

- ONLY SELF ATTEND 359% 47.1% 23.0%

- NO REL. 37.0%  50.4% 21.5%
GNN ORACLE REL. 543%  63.5% 43.7%

All components in GNN
are important

Bogin, et al. Representing Schema Structure with Graph Neural Networks for Text-to-SQL Parsing. ACL'19
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Text to SQL: Global GNN

[Bogin et al. EMINLP’19]

Gating GCN

Encoder GCN

Decoder

g' pi =097

~“singer

‘pglobal= 0.88 - %

country

.h{,"’ =

name )
9

~~ singer

L) _
"Ilﬁh» . Ei

country

-

@ SELECT singer.name, singer.country
FROM ... WHERE singer.name LIKE ...

@ SELECT singer.name, singer.country
FROM ... WHERE song.name LIKE ...

@ SELECT song.name, singer.country
FROM ... WHERE song.name LIKE ...

e Graph4NLP

Re-ranking GCN

_________i___________

relevance loss

decoding loss

.""f‘:.

name
~ singer

' ‘b s=0.8

/7

country
re-ranker loss

Bogin, et al. Global Reasoning over Database Structures for Text-to-SQL Parsing. EMNLP’19
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6 Graph4NLP
Text to SQL: Global GNN

[Bogin et al. EMNLP’19]

X: How many different departments offer degrees? —

}72 SELECT COUNT (DISTINCT deg program.dept id)
— - FROM deg program

S: deg program, dept, ... 'r
, : A~ To c}e:;;artments
dept.department id © \W—
i: deg _program.dept id : :»Ei offerz :
Y Us L e (00
*:’ uy deg program | LA deg’@s ?
s e (0] (09
5 Vjioba ﬁﬂ x(zl_:,),o,,a, atte;ztion |
| r@ ~ Rerank based on how well a query
ﬁ:ﬂ (00 (00] - properly covers question words
Uy ealtgn I
Re-ranking GCN ;
29

Bogin, et al. Global Reasoning over Database Structures for Text-to-SQL Parsing. EMNLP’19 .



Text to SQL: Global GNN

[Bogin et al.

/~~
(a Graph4NLP

Need to globally reason about the
structure of the output query to select
database constants

Reranking queries based on global
match between the DB and the
guestion is effective

EMNLP'19]

Model Acc.
SYNTAXSQLNET 18.9%
GNN 40.7%
+ RE-IMPLEMENTATION 44.1%
GLOBAL-GNN 52.1%
- NO GLOBAL GATING 48.8%
- NO RE-RANKING 48.3%
- NO RELEVANCE LOSS 50.1%
NO ALIGN REP. 50.8%
QUERY RE-RANKER 47.8%
ORACLE RELEVANCE 56.4%

Bogin, et al.

Global Reasoning over Database Structures for Text-to-SQL Parsing. EMINLP’19
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Fact Checking over Table: LogicalFactChecker

[Zhong et al. ACL'20]

Table

Statement
Label

Program

Year | Venue Winner Score
2005 | Arlandastad | David Patrick 272
2004 | Arlandastad | Matthew King 270
2003 | Falsterbo Titch Moore 273
2002 | Halmstad Thomas Besancenez | 279

In 2004, the score is less than 270.
REFUTED
less( hop( filter_eq( Year; 2004); Score); 270)

/~~
(a Graph4NLP

Zhong et al. LogicalFactChecker: Leveraging Logical Operations for Fact Checking with Graph Module

Network. ACL'20
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Fact Checking over Table: LogicalFactChecker

[Zhong et al. ACL'20]

2005 Arirdislod Dirsd Fatran ol -~ 'r _____________ :
2004 Artardaarad Nattsea Kag 20 - ]
' 2003 Skt THeh Moore s - ' e
Table : Graph Lo i Contextual RRRERE
002 Makratad Thornm Denanceres bl >‘ = 1 I e > . . . . . . > REFUTED
Construction E A AN | Representations 9/90/e/e]e A
— Statement In 2004, the score is less than 270. : !
> Semantic Parser
A
=ty
Program v ) : hop| E -
less( hop(filter_eq( Year; 2004); Score); 270) > i %% @58 -{:|
i [filiereq i -
| @88 @88 i

Seftraveic Comyrositioriality

Zhong et al. LogicalFactChecker: Leveraging Logical Operations for Fact Checking with Graph Module

Network. ACL'20 164
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Fact Checking over Table: LogicalFactChecker

[Zhong et al. ACL'20]

Statement In 2004, the score is less than 270.
1 | :

]
Table Year Venue l Winner Score
Row O 2005 Arlandastad David Patrick 272 . . .
= ldi 2 ) [l AT i ] » graph-based mask matrix = Self-attention in BERT
Row 1 \\ 2004 - \Arlandastad Matthew King l 270
I

1 T T 1
Row 2 \2003 \ Falsterbo \ Titch Moore \\ 273

[ \ T \ T T \ ]
Row 3 2002 Halmstad Thomas Besancenez 279

Program less(+;+)

hop( ) 270 -

filter_eq( ;) Score

Year 2004

Graph Construction

Gj; ={ 1, if token j is the related context of token /
0, otherwise.

Zhong et al. LogicalFactChecker: Leveraging Logical Operations for Fact Checking with Graph Module

Network. ACL'20
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Fact Checking over Table: LogicalFactChecker

[Zhong et al. ACL'20]

Label Acc. (%)
viece Val  Test
LogicalFactChecker 71.83 71.69
-w/o Graph Mask 70.06 70.13 .
-w/o Compositionality | 69.62 69.61 ot

Table 2: Ablation studies on the development set and
the test set.

Zhong et al. LogicalFactChecker: Leveraging Logical Operations for Fact Checking with Graph Module

Network. ACL'20 166
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Summary

GNN better captures:
* Global constraints / related context (e.g. schema and questions)
* Alignment between questions and meaning representations.
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(i Graph4NLP

Machine Reading
Comprehension

168



(i Graph4NLP
Machine Reading Comprehension (MRC)

Question  EEEEp MRC System ) Answer

Resources

169



@ Graph4NLP
Multi-Hop Reading Comprehension: WikiHop

Question  EEEEp MRC System ) Answer

(answer entity)

Q: (source entity, relation, answer entity?)
Options: (candidate entity, , candidate entity,, ... )

Wikipedia

Welbl et al. Constructing Datasets for Multi-hop Reading Comprehension Across Documents. TACL'18 170



/~~
w Graph4NLP

Multi-Hop Reading Comprehension: WikiHop

Question  EEEEp MRC System ) Answer

Q: (source entity, relation, answer entity?) (answer entity)

Options: (candidate entity, , candidate entity,, ... )

Wikipedia

The Hanging Gardens, in [Mumbai], also known as Pherozeshah
Mehta Gardens, are terraced gardens ... They provide sunset views
over the [Arabian Sea] ...

India

Q: (Hanging gardens of Mumbai, country, ?)
Options: {Iran, India, Pakistan, Somalia, ...}

Mumbai (also known as Bombay, the official name until 1995) is the
capital city of the Indian state of Maharashtra. It is the most
populous city in India ...

The Arabian Sea is a region of the northern Indian Ocean bounded
on the north by Pakistan and Iran, on the west by northeastern A
Somalia and the Arabian Peninsula, and on the east by India ... A WIkIHOp Example

Welbl et al. Constructing Datasets for Multi-hop Reading Comprehension Across Documents. TACL'18 171
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Multi-hop Reading Comprehension across Multiple Documents
[Cao et al. NAACL'19]

One of the first paper leveraging GNN for multi-hop reading comprehension

S

{ Co-occurrence J

Semantics
IE Graph

Entity Graph
Node: Unambiguous mentions identified via exact match
coreference
Edges

—— DOC-BASED: co-occurrence in the same document
........ MATCH: exact match (most reliable but sparser)
—— COREF: co-reference (less reliable)

COMPLEMENT: for nodes not connected otherwise

Cao el al. Question Answering by Reasoning Across Documents with Graph Convolutional Networks. NAACL'19.
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Multi-hop Reading Comprehension across Multiple Documents
[Cao et al. NAACL'19] - Graph
==
The update vector (u) of a

u = f(h(f))+_ £HO) } node is a function of its NO
P

Homogeneous

jeN, rek, neighbours (n) conditioned on graph?
the relations between them

a¥ =g (fa ([ul(’ ,h¢ )]>> } attention gate

Convert to
omogeneous
graph'7 w
h“*D = p®) 0a® +h? o (1 -a") } the new node embedding
. . YES Single node
Entity Relational Graph

type?
Convolutional Network v

Multi-relational
GNNs

Graph 4/

embeddings

Cao el al. Question Answering by Reasoning Across Documents with Graph Convolutional Networks. NAACL'19.
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Multi-hop Reading Comprehension across Multiple Documents
[Cao et al. NAACL'19]

question representation

P(clg,C,,S,)  exp (max £,(4q, h§L>]))
iEM, /

final node embedding

Candidates scoring use the final node embeddings and the question representation
2-layers MLP to predict a distribution over candidates.

Cao el al. Question Answering by Reasoning Across Documents with Graph Convolutional Networks. NAACL'19.
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Multi-hop Reading Comprehension across Multiple Documents
[Cao et al. NAACL'19]

Full (ensemble)
Full (single)
GloVe w/o R-GCN
GloVe w/ R-GCN
No relation type
No DOC-BASED
No MATCH

No COREF

No COMPLEMENT

Induced edges

68.5

R-GCN is useful |

65.1+0.11

ok 2
59.2

62.7

62.9

64.3
64.8
64.1

61.5

Figure 2. Accuracy on WikiHop
validation set.

Relations are
important

"

DOC-BASED

relations are
the most

significant

Learning to

predict edges
is hard and an

open problem

Cao el al. Question Answering by Reasoning Across Documents with Graph Convolutional Networks. NAACL'19.
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Multi-hop Reading Comprehension across Multiple Documents
[Cao et al. NAACL'19]

Performance gradually |, as # candidates or # nodes T

1.0
1.0
0.8
o8 m= 000 | . "
0.6
0.6
0.4
0.4
0.2 0.2
0.0 09 50 100 150 200
0 10 20 30 40 50 60 70
(a) Candidates set size (x-axis) and accuracy (y-axis). Pear- (b) Nodes set size (x-axis) and_a7ccuracy (y-axis). Pearson’s
son’s correlation of —0.687 (p < 107 7). correlation of —0.385 (p < 10™7).

Cao el al. Question Answering by Reasoning Across Documents with Graph Convolutional Networks.

NAACL'19.
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Multi-hop Reading Comprehension across Multiple Documents
[Tu el al. ACL'19]

Vs

(&

N,

7'y . extraction

‘/Doc nodes Entity nodes N
a2 N
LSeIf—attn ] LSeIf—attn ] Self-attn Self-attention
o J/
- , N
coattn
. ) .
* Co-attention
coattn J [ coattn ] Entity h
1

A

encoder ]

-
[ encoder ]

encoder

Sequence encoder

|

A

|
l
I

Candidates ]

l

|

A

Documents ]

=R

Tu el al. Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous

Graphs. ACL'19.
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Multi-hop Reading Comprehension across Multiple Documents
[Tu el al. ACL'19]

Document & . if the candidate appear in the document
Document & Entity: If the entity if extracted from the document
& Entity: If the entity if a mention of the candidate
Entity & Entity: If they are extracted from the same document
Entity & Entity: If they are extracted mentions of the same candidate or query subjects
from different documents
Entity & Entity: other pairs of entities

——
S—
. | Co-occurrence
Semantics \
|E Graph

Heterogeneous Document-
Entity Graph

Tu el al. Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous
Graphs. ACL'19.
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Multi-hop Reading Comprehension across Multiole Documents

[Tu el al. ACL'19] Graph
) . Homogeneous
O MLP, MLPs W?
4 A N
O MLP, > Gating J—M(;U—(O‘) Convert to NO
A g homogeneous
® [ wwes Wﬁl

Single node ~ NO

W
Graph Heterogeneous
embeddings GNNs

Tu el al. Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous
Graphs. ACL'19.
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Multi-hop Reading Comprehension across Multiple Documents
[Tu el al. ACL'19]

Final scores . o
- T ACC, .. (f5(HEY) takes the maximum over scores of entities
fc(H) - f} that belong to the same candidate.
i Cand scores 2
a " f
Cand 1 s
— an ‘scoreg Entityscores

1

FC L EC ]

Score Aggregation

Tu el al. Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous
Graphs. ACL'19.
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Multi-hop Reading Comprehension across Multiple Documents

Accuracy (%)
Model Dev A HDE graph is |
Full model 68.1 - /{ effective
- HDE graph 655 | 2.6 /.[ Edge types are -
- different edge types | 66.7 1.4 mportant
- candidate nodes scores | 67.1 1.0 Entity node
- entity nodes scores 66.6 1.5 scores are more
- candidate nodes 66.2 | 1.9 important
- document nodes 67.6 0.5
- entity nodes 63.6 4.5

Table 2: Ablation results on the WIKIHOP dev set.

are the most

Entity nodes
important

Tu el al. Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous

Graphs. ACL'19.
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6 Graph

Multi-hop Reading Comprehension across Multiple Documents

[Tu el al. ACL'19]

Performance |, as # support documents or # candidates T

Number of sample: dev set
— . n
8 3 s
D\
\
1
A Y (

=

(; ; 1'0 1I5 2I0 25 I;d
Number of support docments.

Figure 4: Plots between number of support documents

(x-axis) and number of examples (left y-axis), and

between number of support documents and accuracy

(right y-axis).

300 r

250 }

n
=
S

Number of samples in dev set
-~ >
o

R
S

0 5 10 1 20 2 20 3 p s
Number of candidates.

Figure 5: Plots between number of candidates (x-axis)

and number of examples (left y-axis), and between

number of candidates and accuracy (right y-axis).

Tu el al. Multi-hop Reading Comprehension across Multiple Documents by Reasoning over Heterogeneous

Graphs. ACL'19.
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TQA: Textbook Question Answering

[Kim et al., ACL'19]

m _ _ ContextGraph :
Nucleic acid classification | * Questions
£ oo | I
4 | ,  nitrogen bases in dna include
; | ! a) adenine.
DA | | b) uracil.
- & c) ribose.
N - d) two of the above
fuction of nucleic acid “
DNA stores genetic information in the cd‘ h-ho e
things. It contains the genetic code. This is the code that -
instructs oells how %o make proteins., o /) @m "
= Ay |
nucleotide 2l \1) \j‘
RNA consists of just one f:tuln of nucleotides. DNA ‘ — — ~
e e e e Solye | Whatis the term for connected|
bonds are relatively weak bends that form between a = sugar, phosphate group and
ey e v s~ | | Teaining Set Training Set | | protein?
- + : a) hydrogen bond
e Validation Set b gasbonee
+, - | \ / \ J c) nucleotide
L d) sugar-phosphate backbone —

Kim et al. Textbook Question Answering with Multi-modal Context Graph Understanding and Self-supervised
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Textbook Question Answering
[Kim et al., ACL'19]

* Key challenges:
e Multi-modality
* Long context
* Difficulty to solve unseen problems*

sto 08

0.84

o
tto

oz

0 8

0.79

200

\ ) -
o™
SQuAD TQA SQuAD TQA
a) Average length of contexts b) Ratio of words in valset that appear

In trainset

Figure 2: Analysis of contexts in TQA and SQuAD
datasets.

Kim et al. ACL'19. Textbook Question Answering with Multi-modal Context Graph Understanding and Self-

supervised Open-set Comprehension s



Textbook Question Answering
[Kim et al., ACL'19]

Context Part Question Part 1) Diagram Graph*
'"“9' DiagramParsing . @ F SNB  ------e-=-ce=mcTtTTl >
Diagrams _ o . :/@{5‘1'/1 > 0
= ad Text 2) Question
. - GloVe+Char_emb /
_____ K s Question > 000
Text Answer k » 3) Answer k
PR — GloVe+Char_emb D D D D
context 2——
[+ 4) Visual
'} context 3 Context Graph m
L
,:Top-1 < ¢ TF-IDF Diagram Parsing
. Diagram
B g e ("Dependency Tree ) 5) Textual
. - (_ % : Context Graph m
context m Dependency Filter
Parsing b
an% or
nodes
% & Yi.. @Evn
a) Preparation step for k-th answer among n candidate b) Embedding step and Solving step

Kim et al. Textbook Question Answering with Multi-modal Context Graph Understanding and Self-supervised
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TQA: Textbook Question Answering

[Kim et al., ACL'19]
Graph

‘

YES  Homogeneous

Undirected

YES W

GCN > Graph
embeddings

Kim et al. Textbook Question Answering with Multi-modal Context Graph Understanding and Self-supervised

Open-set Comprehension ACL'19 186
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TQA: Textbook Question Answering
[Kim et al., ACL'19]

* Self-training: reads and understands a textbook and problems in
advance.

Context Part Question Part

Same structure as normal tra ning

N : "4 B
TF-IDF /
| 4
-~ P
Top-1 | ' =
- X Context
Top-2——— J Graph m
. rd
Teay SA
Top-n [ ) 1

A e e

4, Top-1 is correct

'
T I T L LA

Kim et al. Textbook Question Answering with Multi-modal Context Graph Understanding and Self-supervised

Open-set Comprehension ACL'19 187
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TQA: Textbook Question Answering
[Kim et al., ACL'19]

OllI' qu mOdel 45°77 Self-training, even only
w/o SSOC(VAL) 45.39 /[ on training, is useful ]
w/o SSOC(TR+VAL) 43.97 Context Graph is

W/ O f'GCN & SSOC(TR+VAL) 4274 effective

Kim et al. Textbook Question Answering with Multi-modal Context Graph Understanding and Self-supervised

Open-set Comprehension ACL'19 188



/~~
@ Graph4NLP

Conversational Machine Comprehension
[Chen et al, IJCAI'20]

Jessica went to sit in her rocking chair. Today was her birthday and she
was turning 80. Her granddaughter Annie was coming over in the after-
noon and Jessica was very excited to see her. Her daughter Melanie and
Melanie's husband Josh were coming as well. Jessica had ...

‘ |
E‘ : Jessica :
I

I

I

[
[
[ : Jessica went to sit in her rocking chair. Today was her birthday
[

Challenges:
and she was turning 80. .
T TCTITIIITIIIITIIIIIIIIIIIC -  Focus shift

: How old would she be?

a0 '+ Coreference or ellipsis

: she was turning 80

B

Bl

r
I
I
|
I
|
|
I
I
|
|
|
|
|
|
I
I
|
|
|
I
|
I
|
|
I
|
|
I
|
|
L

: Did she plan to have any visitors?

SR ]
' ol
B

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
o

I
I
:Yes I
I
I

: Her granddaughter Annie was coming over

El

R or s SRS Suiis Sl swsre D Sl LiUI o Sui Cuiimoen SidT Saiaa Sall MRl SHI siigbal S S, ste Sngen ¥ -

N S i S Sl e e S S S S S i &
: Q4| : How many? :
: E : Three :
: '74} : Her granddaughter Annie was coming over in the afternoon :
| and Jessica was very excited to see her. Her daughter Melanie |
:_ and Melanie's husband Josh were coming as well. _J'

Chen et al. GraphFlow: Exploiting Conversation Flow with Graph Neural Networks for Conversational

Machine Comprehension 1JCAI'20 189
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Conversational Machine Comprehension

[ | |
! Context Graph Learner o t=1.. T
| Self- |kNN Q |
| J| |Attention |
Context p ¥ L
| |
| | { BiLSTM H RGNN ] |
Encoding |
Module ! Stacked-layer I
1 | S ! Predictor
! uestion
Question i Understanding i
Encoding Layer' Reasoning Layer ' Prediction Layer

Chen et al. GraphFlow: Exploiting Conversation Flow with Graph Neural Networks for Conversational

Machine Comprehension 1JCAI’20 190
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Conversational Machine Comprehension

Dynamically construct a question and conversation history aware context graph at each turn.

Init Node Init Node

Embeddings Embeddings

| —> | ——>| | Updated Node | Updated Node
[ 1Fusion| GNN | \ Embeddings GNN Embeddings

Chen et al. GraphFlow: Exploiting Conversation Flow with Graph Neural Networks for Conversational

Machine Comprehension 1JCAI’20 191
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Conversational Machine Comprehension

[Chen et al, IJCAI'20]
Graph

‘

YES  Homogeneous

Undirected

YES W

GGNN 5 Graph
embeddings

Chen et al. GraphFlow: Exploiting Conversation Flow with Graph Neural Networks for Conversational

Machine Comprehension 1JCAI’20 192



Conversational Machine Comprehension

[Chen et al, IJCAI'20]

GraphFlow’s focus shifts between
consecutive question turns.

Q1: Who went to the farm? -> Q2: Why?

Billffwent to the farm to buy some beef for his brother 's birthday .
When he arrived there he saw that all six of the cows were sad and
had brown spots . The cows were all eating their breakfast in a big
grassy meadow . He thought that the spots looked very strange so
he went closer to the cows to get a better look ...

Q2: Why? -> Q3: For what?

Billy went to the farm to Blljisome Beefifor his brother 's birthday .

When he arrived there ... After Billy got a good look at the cows he
went to the farmer 0 buy some beef . The farmer gave him four

pounds of beef for fenidoliarss. Billy thought that ...

Q83: For what? -> Q4: How many cows did he see there?

Billy went to the farm o buy some beef [ORRISIDIOINEr S Ditthoay:
When he arrived there he saw that of the cows were sad and
had brown spots . The cows were ...

Q4: How many cows did he see there? -> Q5: Did they have spots?

Billy went to ... When he arrived there he saw that all
were sad anc he cows were all eating ...

/~~
@ Graph4NLP

Chen et al. GraphFlow: Exploiting Conversation Flow with Graph Neural Networks for Conversational
Machine Comprehension 1JCAI'20
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Summary

GNN enables:
* Multi-hop reasoning

* Encode heterogenous
information

Dependency Graph

Constit Graph
onstituency Grap \ / Similarity Graph
AMR Graph
_ Ul —  Static Graph /" Co-occurrence Graph
IE Graph Constructi
ONSTTUCHION Ve Knowledge Knowledge Graph
~/
Topic Graph

SQL Graph

Graph Similarity Metric Node Embedding Based Similarity Metric Learning
Learning Techniques

Structure-aware Similarity Metric Learning

KNN-style
Sparsification

Graph Sparsification
S RE R Techniques Epsilon-neighborhood Sparsification

Construction

Graph Regularization

Combining Intrinsic Graph Structures and Implicit Graph Structures

Joint Learning of Graph Structures and Representations
Learning Paradigms Adaptive Learning of Graph Structures and Representations

lterative Learning of Graph Structures and Representations
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Natural Language Generation
Machine Translation
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Natural Question Generation

Input Text

“1

inton is a British cognitive psychologist an

E

computer scientist, most noted for his work

on artificial neural networks

Internal View

0 220 23 e 24

[Z

Output Questions

(i)

‘
Hinton is most noted for his

work on what?

|

/~~
w Graph4NLP

* Input
* Atext passage x» = {zF 25, ..., 2%}
* Atarget answer X = {z¢,2%,...,2%}
* Output
* A natural language question

Y = {y1)y27 "'7yT}

which maximizes the conditional
likelihood

A

Y = argmaxy P(Y|X?, X%)

Ref: https://images.app.goo.gl/TIEQWFSSNBNWS8n8SA 196



RL-based Graph2Seq for QG

Generator
BlGGNN

I I Fusion

Node Embeddings

Linear Projection
+ Maxpool

Graph Embedding

Bidirectional
Graph Encoder

eep Alignment
Network

Passage
ﬂ >
Answer

H RNN Decoder

Hybrid Evaluator yrsample 1
Cross-Entropy RL-based ¢ ”
Evaluator Evaluator Y 8°
Reward -—

Chen et al. “Reinforcement Learning Based Graph-to-Sequence Model for Natural Question Generation”. ICLR 2020.
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RL-based Graph2Seq for QG [Chen et al. ICLR’20]

Two graph construction strategies:

1) Syntax-based static passage graph construction

2) Semantics-aware dynamic passage graph construction

e — Node Embedding Based Similarity Metric Learning

Learning Techniques - : :
9 4 Structure-aware Similarity Metric Learning

Dependency Graph I

Constituency Graph

Similarity Similarity Graph

KNN-style
AMR Graph Sparsification
. . Co-occurrence Co-occurrence Graph o
Semantics Static Graph Graph Sparsiication — -
. . Techniques Epsilon-neighborhood Sparsification
IE Graph Construction Dynamic Graph
World Knowledge Knowledge Graph Constihction
Graph Regularization

Topic Graph Topic

Combining Intrinsic Graph Structures and Implicit Graph Structures

SQL Graph

Joint Learning of Graph Structures and Representations

Learning Paradigms Adaptive Learning of Graph Structures and Representations

Iterative Learning of Graph Structures and Representations
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RL-based Graph2Seq for QG [Chen et al. ICLR’20]
Graph /

VES Homogeneous
(W

Undirected

W—\

Bidirectional
GNNs Bi-Fuse GGNN as the graph encoder

kb Graph

embeddings 199
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RL-based Graph2Seq for QG [Chen et al. ICLR’20]

Bidirectional GNN
performs better

Methods BLEU-4 Methods BLEU-4
G2S4,,+BERT+RL 18.06 G2S 4, W/o feat 16.51
G2Ss:+BERT+RL 18.30 G2S:q W/o feat 16.65
G2S;:o+BERT-fixed+RL 18.20 G2S4yn W/o DAN 12.58
G2S4,n,+BERT 17.56 G2S4:a W/o DAN 12.62
G2Ss:,+BERT 18.02 G2Sstq W/ DAN-word only 15.92
G2S,;,+BERT-fixed 17.86 G2S,;, w/ DAN-contextual only 16.07 /{
G2S4,n+RL 17.18 G2S.;, w/ GGNN-forward 16.53
G2S.;,+RL 17.49 G2S.;, w/ GGNN-backward 16.75
@den 16.81 G2S,;, w/o BIGGNN, w/ Seq2Seq 16.14 \[
G284 16.96 G2S4:a W/o BIGGNN, w/ GCN 14.47

Graph2Seq performs
better than Seq2Seq

-

p
Static graph construction
. performs slightly better

Ablation study on the SQUAD split-2 test set.
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Natural Question Generation From KG

Q: What languages are spoken in Norway?

* |[nput
* A KG subgraph G (i.e., a collection
of subject-predicate-object triples)
* Atarget answer set V¢

* Output
* A natural language question

Y = {y17y27 ceey yT}

which maximizes the conditional
likelihood

Y = argmaxy P(Y|G,V*)

Ok
# .

201
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Graph2Seq for QG from KG [Chen et al. arXiv’'20]

—)
AnswerlPMF(v) H - (v) N—|()) hNH O - =

Output Question

X (1 — pgen) —> - ngen‘_l
t N T
Context Vector }+ O5
o 9
ey Cl Y
Attention [ o 5o
Distribution 7. Pgen 5B
BIGGNN AN 3 <2
- k p L ‘\\‘
KG Entity  hy | Fusnon | o
o PP — S i ]
> > > o]
Q
— O

Linear Projection
+ Maxpool .

hﬁ = GRU(h, ™, hy)

Chen et al. “Toward Subgraph Guided Knowledge Graph Question Generation with Graph Neural Networks”. 2020. 202
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Graph2Seq for QG from KG [Chen et al. arXiv’'20]

raph |/
!

Dependency Graph

Constituency Graph

AMR Graph

. Co-occurrence Co-occurrence Graph
S t
IE Graph — Homogeneous NO
World Knowledge Knowledge Graph
graph? ‘\
SQL Graph Logic
Ignore node/edge Convert to
types, Levi graph, . homogeneous
graph? \
. NO
Undirected
graph? Single node

K type?
YES
‘/ Bidirectional? Multi-relational
\/ GNNs ‘ Bi-Fuse GGNN W/

e edge embeddings
Bi-Fuse GGNN 4mmmm  Blo00Ne!

— w4

embeddings
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Graph2Seq for QG from KG [Chen et al. arXiv’'20]

Method WY PQ
BLEU-4 METEOR ROUGE-L BLEU-4 METEOR ROUGE-L
L2A 6.01 25.24 26.95 17.00 19.72 50.38
Transformer 8.94 13.79 32.63 56.43 43.45 73.64
MHQG+AE 11.57 29.69 35.53 25.99 33.16 58.94
G2S+AE 29.45 30.96 55.45 61.48 44.57 77.72
G2Sc4gc +AE 29.40 31.12 55.23 59.59 44.70 75.20
/ Automatic evaluation results on the WQ and PQ test sets.

Levi graph conversion + homogeneous GNN performs
comparably with multi-relational GNN
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Graph2Seq for QG from KG [Chen et al. arXiv’'20]

Method BLEU-4 METEOR ROUGE-L
[ Bidirectional GNN }/ Bidirectional 61.48 44.57 77.72
performs better Forward 59.59 42.72 75.82
Backward 59.12 42.66 75.03

Ablation study on directionality on the PQ test set.
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Summarization

IJud' need
the main ideac

Summary

* |[nput

A document, dialogue, code or multiple ones
* Output

* A succinct sentence or paragraph

206
Ref: https://www.queppelin.com/how-nlp-is-helping-in-automatic-text-summarization-2, https://www.fiverr.com/yosree22/summarize-any-long-text-or-article-for-you
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GNN for Code Summarization [Liu et al. ICLR"21]

Source > Retrieval-augmented Graph__ .~ __ HybridGNN___
Code "/ Q L Statliac Message \\\
_ : : | assing .
1 ®) 1 1 I
| e N No2———L 1 Node |
Retrieval o C L Embeddings'
Datab - i ;
TEDISE s : Retrieval ,: : , GRU E
' CPG 3 ! Dynamic Message !
"""""""""""""""""" o : Passing Updates !
I 3 1
. 1 I
Attention-based Graph Q‘;*“‘O A g X‘D*I'" D" I) 7

d L T - I—— a5

. Graph
i e ——— W,
Generated

Liu et al. “Retrieval-Augmented Generation for Code Summarization via Hybrid GNN”. ICLR 2021. 207
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GNN for Code Summarization [Liu et al. ICLR"21]

source  [D . Retrieval-augmented Graph___
Code é 1 *@ i
—— 1
I
l Source b 5 .
l ! CPG \ Aug : Static CPG graph +
Retrieval s + -~ . : attention-based
U 1 -«
Database W | Retrieval ,: dynamic dynamic
' CPG o

Attention-based Graph

Graph Similarity Metric Node Embedding Based Similarity Metric Learning

Learning Techniques - : :
d 4 Structure-aware Similarity Metric Learning

Dependency Graph

KNN-style
Constituency Graph - - Sparsification

Similarity Similarity Graph Graph Sparsification
Techniques Epsilon-neighborhood Sparsification

AMR Graph Dynamic Graph

Co-occurrence Co-occurrence Graph CONEITiction

Semantics Static Graph
IE Graph Construction

Topic Graph Topic

SQL Graph

Graph Regularization

World Knowledge Knowledge Graph

Combining Intrinsic Graph Structures and Implicit Graph Structures

Joint Learning of Graph Structures and Representations

Learning Paradigms Adaptive Learning of Graph Structures and Representations

Iterative Learning of Graph Structures and Representations
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GNN for Code Summarization [Liu et al. ICLR"21]

_____________ Hybrid GNN____ Graph
i Static Message N
Passing

| ‘
I
I I
I [ D D Node | Homogeneous NO
: Embeddings! W
: :
I I
: Dynamic Message GRU :
: Passing Updates | Convert to NO
Q | : homogezgous
| I graph?
v 10a0e )
l YES Single node

W
Hybrid GNN running message

passing on static & dynamic graphs .

GNNs

Graph
embeddings
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[ ] [ ] L] ,
GNN for Code Summarization [Liu et al. ICLR"21]
Methods In-domain Out-of-domain Overall

BLEU-4 ROUGE-L METEOR |BLEU-4 ROUGE-L METEOR |[BLEU-4 ROUGE-L METEOR
TF-IDF 15.20 27.98 13.74 5.50 13.37 6.84 12.19 23.49 11.43
NNGen 15.97 28.14 13.82 5.74 16.33 7.18 12.76 23.95 11.58
CODE-NN 10.08 26.17 11.33 3.86 15.25 6.19 8.24 22.28 9.61
Hybrid-DRL 9.29 30.00 12.47 6.30 24.19 10.30 8.42 28.64 11.73
Transformer 12.91 28.04 13.83 5.75 18.62 9.89 10.69 24.65 12.02
Dual Model 11.49 29.20 13.24 9.2 21.31 9.14 9.61 26.40 11.87
Rencos 14.80 31.41 14.64 7.54 23.12 10.35 12.59 28.45 13.21
GCN2Seq 9.79 26.59 11.65 4.06 18.96 7.76 791 23.67 10.23
GAT2Seq 10.52 26.17 11.88 3.80 16.94 6.73 8.29 22.63 10.00
SeqGNN 10.51 29.84 13.14 4.94 20.80 9.50 8.87 26.34 11.93
HGNN w/o augment & static 11.75 29.59 13.86 5.57 22.14 941 9.98 26.94 12.05
HGNN w/o augment & dynamic| 11.85 29.51 13.54 5.45 21.89 9.59 9.93 26.80 12.21
HGNN w/o augment 1233 29.99 13.78 5.45 22.07 9.46 10.26 2717 12.32
HGNN w/o static 15.93 33:67 15.67 80 ) 24.69 10.63 13.44 30.47 13.98
HGNN w/o dynamic 1577 33.84 15.67 7.64 24.72 10.73 13.31 30.59 14.01

[ HGNN 16.72 34.29 16.25 7.85 24.74 11.05 14.01 30.89 14.50 J

Automatic evaluation results (in %) on the CCSD test set.

A\ 4

Combining static + dynamic

graphs performs better 210
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Machine Translation
* Input
How are e Source language text X = {z1,22,..., 2N}
yous  Output

* Target language text

Y = {y17y27 ceey yT}

which maximizes the conditional
likelihood

A

Y = argmaxy P(Y|X)

211
Ref: https://ciklopea.com/blog/translation/science-or-fiction-machine-translation-explained/
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Syntactic GCN for MT [Bastings et al. EMNLP"17]
( h® I I )

(1) ¢"~., (Y o
d()bj I \Né."-‘

NON

GCN

CNN

T T T T T T T

*PAD* The monkey eats a banana *PAD*

Figure 2: A 2-layer syntactic GCN on top of a convolutional encoder. Loop connections are depicted
with dashed edges, syntactic ones with solid (dependents to heads) and dotted (heads to dependents)
edges. Gates and some labels are omitted for clarity.

Bastings et al. “Graph Convolutional Encoders for Syntax-aware Neural Machine Translation”. EMNLP 2017. 212
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Syntactic GCN for MT [Bastings et al. EMINLP'17]

Graph
NO
Homogeneous
W’\
Dependency Graph Convert to NO
homogeneous
i ?
Constituency Graph Similarity Similarity Graph M
AMR Graph
S . . Co-occurrence Co-occurrence Graph
Semantics Static Graph YES Sinal d
IE Graph Construction Ingle hode
World Knowledge Knowledge Graph type?
Topic Graph Topic
SQL Graph
Multi-relational
GNNs
Graph
embeddings
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Syntactic GCN for MT [Bastings et al. EMNLP"17]

Kendall BLEU; BLEU4

+ GCN 03520 449 12.2
CNN 03601  42.8 12.6 BOWG oN g'ing g?i ,6]'(5)
+ GCN 0.3777 44.7 1907 + : ' :
BiRNN 03984 452  14.9 CNN 0.2756 35.1 8.1
+ GCN 04089 475  16.1 +GCN  0.2850 36.1 8.7
BiRNN (full)  0.5440 53.0 23.3 BiRNN 0.2961 36.9 8.9
+ GCN 0.5555 546 239 +GCN  0.3046 38.8 9.6

Test results for English-German. Test results for English-Czech.

[Syntactic GCN is helpful }
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Yin et al. ACL'20]
“l.VluIti-modaI Graph ﬁ(

App-driven
g static graph
: &%, /\ construction

Multi-modal Machine Translation

/image

 —

W™ w

vx vx 8

7

th are playing with a toy ny K are playing with a toy W

Figure. The multi-modal graph for an input sentence-image pair. The blue and green solid circles denote textual
nodes and visual nodes respectively. An intra-modal edge (dotted line) connects two nodes in the same modality,
and an inter-modal edge (solid line) links two nodes in different modalities. Note that we only display edges
connecting the textual node “playing” and other textual ones for simplicity.

Yin et al. “A Novel Graph-based Multi-modal Fusion Encoder for Neural Machine Translation”. ACL 2020. 215
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Multi-modal Machine Translation [Yin et al. ACL'20]

Graph attention
for inter-modal

fusion
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\ A A
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Graph
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.
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/7
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Graph
embeddings
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Multi-modal Machine Translation [Yin et al. ACL'20]

En=Fr
Model Test2016 Test2017
BLEU METEOR BLEU METEOR

Existing Multi-modal NMT Systems

Fusion-conv(RNN) (Caglayan et al., 2017) 93.5 70.4 51.6 68.6
Trg-mul(RNN)(Caglayan et al., 2017) 54.7 71.3 327 69.5
Deliberation Network(TF) (Ive et al., 2019) 59.8 74.4 - -
Our Multi-modal NMT Systems

Transformer (Vaswani et al., 2017) 59.5 137 52.0 68.0
ObjectAsToken(TF) (Huang et al., 2016) 60.0 74.3 52.9 68.6
Enc-att(TF) (Delbrouck and Dupont, 2017b) 60.0 74.3 52.8 68.3
Doubly-att(TF) (Helcl et al., 2018) 59.9 74.1 52.4 68.1
Our model 60.9 74.9 53.9 69.3
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Hands-on Demonstration
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Graph4NLP: A Library for Deep
Learning on Graphs for NLP
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Overall Architecture of Graph4NLP Library

Text Semantic Machine KG Completion Natural Language

Classification Parsing Translation bkl Generation

l'“"'"""""“""“"“':

Graph2Seq Graph2Tree ! Graph2Graph :

Graph4NLP S R
Graph Construction GNNs Prediction Loss Evaluation

GraphData Dataset
N 4
Runtime i e
Library DGL Huggingface :.__-__-___'_._"_._.__-_-_____E
Backend LT TR E"""""""""':

Framework AL I P EoreNIE

Hardware

DGL: https://github.com/dmlc/dgl, DIG: https://github.com/divelab/DIG, Huggingface: https://github.com/huggingface/transformers



https://github.com/dmlc/dgl
https://github.com/divelab/DIG

Dive Into Graph4NLP Library

Graph2Seq

Graph2Tree

Graph2Graph

Text Classification
Semantic Parsing
Machine Translation

KG Completion

Question Generation
Math Word Problem
Relation Extraction
Named Entity Recognition

Text Summarization

Applications

GraphData

Dataset

Graph4NLP

Library

Modules

Dependency Graph

Static Graph
Construction

Graph IE Graph
Construction

Constituency Graph

Dynamic Graph Node Embedding Based

GCN
GraphSAGE

GNNs/Bidirectional GNNs
GAT

GGNN
Node Classification
Graph Classification

Classification
Link Prediction

Prediction KG Completion

Sequence Decoder
Generation

Tree Decoder

=

Construction Node Embedding Based Refined

Ze Graph4NLP

221



@GmpMNLP
Data Flow of Graph4NLP

____________________________________________________________________________________________________

A |
Encoded Structured Data . L. ; ‘
Raw Data % (Graph4NLP.GraphData) Prediction g ~ Results

Graph Construction

Evaluation

v

Featured Structured Data GNN Embedding
(Graph4NLP.GraphData) Methods

User Model
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Computing Flow of Graph4NLP

-------------------

Text :  Static Graph ! & B 4 k f ‘

— ; Graph Data : : Node/Link/Graph
Sequence \  Construction = P ; : — / , / P
{ I : : Prediction
"""""""""" i i. Topology . Dynamic With
: . : ' ; Node/Graph | | mechanisms like
,construction ; | —g»- : Graph. | = Embedding [ | attention, copy,
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Performance of Built-in NLP Tasks

Task

Text classification

Semantic Parsing
Question generation
Machine translation
Summarization

Knowledge graph completion

Math word problem

Dataset

TRECT
CAirline
CNSST

JOBS
SQUAD
IWSLT14
CNN(30Kk)
Kinship

MAWPS
MATHQA

GNN Model

GAT

SAGE
GGNN
GCN
GCN

GCN

SAGE

Graph construction

Dependency

Constituency
Dependency
Dynamic

Dependency

Dependency

Dynamic

Evaluation

Accuracy

Execution accuracy
BLEU-4

BLEU-4

ROUGE-1

MRR

Solution accuracy
Exact match

(é Graph

Performance

0.948
0.769
0.538

0.936
0.15175
0322
26.4
82.4

76.4
61.07

NLP
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Demo 1: Building a Text Classification Application

1) git clone https://github.com/graph4ai/graph4nlp demo
2) follow Get Started instructions in README

: J u pyter Quit Logout
Files Running Clusters
Duplicate | Rename Move Download View | Edit n Upload New~ &
21 ~ B/ Name ¥  Last Modified File size
(D config aday ago
(D data 3 days ago
O out aday ago

& semantic_parsing.ipynb seconds ago 38.6 kB

& text_classification.ipynb seconds ago 55.9 kB
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Demo 1: Building a Text Classification Application

def forward(self, graph_list, tgt=None, requ1re loss=True):

(# build graph topology

batch_gd = self.graph_topology(graph_list)

(# run GNN encoder
self.gnn(batch_gd)

N\

J/

(# run graph classifier
self.clf(batch_gd)

_logits = batch_gd.graph_attributes['logits

)

if require_loss:
loss = self.loss(logits, tgt)
return logits, loss

else:
return logits

https://github.com/graph4ai/graph4nlp demo/tree/main/NAACL2021 demo

/(Model arch }
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https://github.com/graph4ai/graph4nlp_demo/tree/main/NAACL2021_demo

@Graph NLP
Demo 1: Building a Text Classification Application

various built-in options,

Graph construction API,
can be customized

self.graph_topology = DependencyBasedGraphConstruction(
embedding_style=embedding_style,
vocab=vocab.in_word _vocab,
hidden_size=config['num_hidden'],
word_dropout=config['word_dropout'],
rnn_dropout=config['rnn_dropout'],
fix_word_emb=not config['no_fix_word_emb'],
fix_bert_emb=not config.get('no_fix_bert_emb', False))

https://github.com/graph4ai/graph4nlp demo/tree/main/NAACL2021 demo 228
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Demo 1: Building a Text Classification Application

GNN API, various built-in
options, can be customized

self.gnn = GraphSAGE(config['gnn_num_layers'],
config['num_hidden'],
config['num_hidden'],
config['num_hidden'],
config['graphsage_aggreagte_type'l,
direction_option=config['gnn_direction_option'],
feat_drop=config['gnn_dropout'],
bias=True,
norm=None,
activation=F. relu,
use_edge_weight=use_edge_weight)

https://github.com/graph4ai/graph4nlp demo/tree/main/NAACL2021 demo 229
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Demo 1: Building a Text Classification Application

Prediction API, various built-in
options, can be customized

self.clf = FeedForwardNN(2 * config['num_hidden'] \
if config['gnn_direction_option'] == 'bi_sep' \
else config['num_hidden'],

config['num_classes'],
[config['num_hidden']]
graph_pool_type=config

['graph_pooling'],

dim=config['num_hidden'],

use_linear_proj=config

[ "max_pool_linear_proj'l)

https://github.com/graph4ai/graph4nlp demo/tree/main/NAACL2021 demo 230
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Demo 1: Building a Text Classification Application

Dataset API, various built-in
options, can be customized

dataset = TrecDataset(root_dir=self.config.get('root_dir', self.config['root_data_dir'l]),

pretrained_word_emb_name=self.config.get('pretrained_word_emb_name', "840B"),
merge_strategy=merge_strategy,
seed=self.config['seed'],
thread_number=4,
port=9000,
timeout=15000,
word_emb_size=300,
graph_type=graph_type,
topology_builder=topology_builder,
topology_subdir=topology_subdir,
dynamic_graph_type=self.config['graph_type'] if \

self.config['graph_type'] in ('node_emb', 'node_emb_refined') else None,
dynamic_init_topology_builder=dynamic_init_topology_builder,
dynamic_init_topology_aux_args={'dummy_param': 0})

https://github.com/graph4ai/graph4nlp demo/tree/main/NAACL2021 demo 231
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(éGraph NLP
Demo 2: Building a Semantic Parsing Application

1) git clone https://github.com/graph4ai/graph4nlp demo
2) follow Get Started instructions in README

— Jupyter

Quit Logout
Files Running Clusters

Duplicate ' Rename Move Download View  Edit n Upload New~ <

21 ~ W/ Name <  Last Modified File size
D config aday ago
(O data 3 days ago
O out aday ago

& semantic_parsing.ipynb

2 minutes ago 38.6 kB
& text_classification.ipynb 2 minutes ago 55.9 kB
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Demo 2: Building a Semantic Parsing Application

/[GraphZSeq API J
def build_model(self):

self.model = Graph2Seq.from_args(self.opt, self.vocab).to(self.device)

https://github.com/graph4ai/graph4nlp demo/tree/main/NAACL2021 demo 233
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Demo 2: Building a Semantic Parsing Application

Dataset API, various built-in
options, can be customized

dataset = JobsDataset(root_dir=self.opt["graph_construction_args"]["graph_construction_share"]["root_dir"],

pretrained_word_emb_name=self.opt["pretrained_word_emb_name"],

pretrained_word_emb_url=self.opt["pretrained_word_emb_url"],

pretrained_word_emb_cache_dir=self.opt["pretrained_word_emb_cache_dir"],

val_split_ratio=self.opt["val_split_ratio"],

merge_strategy=self.opt["graph_construction_args"]["graph_construction_private"][
"merge_strategy"],

edge_strategy=self.opt["graph_construction_args"]["graph_construction_private"] [
"edge_strategy"],

seed=self.opt["seed"],

word_emb_size=self.opt["word_emb_size"],

share_vocab=self.opt["graph_construction_args"]["graph_construction_share"][
"share_vocab"],

graph_type=graph_type,

topology_builder=topology_builder,

topology_subdir=self.opt["graph_construction_args"]["graph_construction_share"] [
"topology_subdir"],

thread_number=self.opt["graph_construction_args"]["graph_construction_share"] [
"thread_number"],

dynamic_graph_type=self.opt["graph_construction_args"]["graph_construction_share"] [
"graph_type"],

dynamic_init_topology_builder=dynamic_init_topology_builder,

dynamic_init_topology_aux_args=None)

https://github.com/graph4ai/graph4nlp demo/tree/main/NAACL2021 demo 234
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DLGANLP: Future Directions
and Conclusions
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[Vashishth et al. EMNLP’19 Tutorial]

Future Directions

A keyword usage (2020 - 2019)

* The Rise of GNN + NLP

optimization

neural network

generative models
unsupervised learning
reinforcement learning
convolutional neural network
recurrent neural network

#ICLR2020 submissions onlgraph neural networks, NLP E i
machine learning
and robustness have the greatest growth. @iclr_conf é neural archltobare ssarch

representation learning
adversarial robustness

@openreviewnet robustness

selfsupervised learning

=
* Graph Construction for NLP
* Dynamic graph construction are largely underexplored!
* How to effectively combine advantages of static graph and dynamic graph?
 How to construct heterogeneous dynamic graph?
* How to make dynamic graph construction itself scalable?

236
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Future Directions

* Scaling GNNs to Large Graphs

* Most existing multi-relational or heterogeneous GNNs will have scalability
issues when applied to large graphs in NLP such as KGs (> 1m)

* GNNs + Transformer in NLP
* How to effectively combine the advantages of GNNs and Transformer?
* Is graph transformer the best way to utilize?

* Pretraining GNNs for NLP

* Information Retrieval/ Search
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Future Directions

* Graph-to-graph Learning in NLP
* How to effectively develop Graph-to-Graph models for solving graph
transformation problem in NLP (i.e. information extraction)?

* Joint Text and KG Reasoning in NLP

* Joint text and KG reasoning is less explored although GNNs for multi-hop
reasoning gains popularity

* Incorporate Source and Context into Knowledge Graph Construction
and Verification
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Conclusions

 Deep Learning on Graphs for NLP is a fast-growing area today!

* Since graph can naturally encode complex information, it could bridge a
gap by combining both empirical domain knowledges and the power of
deep learning.

e For a NLP task,

 how to convert text sequence into the best graph (directed, multi-relation,
heterogeneous)

* how to determine proper graph representation learning technique?

Our Graph4NLP library aims to make easy use of GNNs for NLP:

» Code: https://github.com/graph4ai/graph4nlp
* Demo: https://github.com/graph4ai/graph4nlp demo
e Github literature list: https://github.com/graph4ai/graph4nlp literature
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